MATHEMATICAL FOUNDATION OF COMPUTER SCIENCE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - |

Subject Cod 18SFC11/1LNI11/
18SCE11 A18SCS11
/ 18SCN11/
18SSE11/18SIT11

IA Marks 40

Number ofContac Hours/Wee 04 Exam Mark: 6C

Total Number oContac Hours 50 Exam Hour 03

CREDITS — 04

Course objectives This course will enable student:

» To acquaint the students with mathematical/lodgigatiamentals including numerical techniqug
» To understand probability, sampling and graph théuat serve as an essential tool for
applications of computer and information sciences.

Module 1 Contact
Hours

Numerical Methods:Significant figures, Error definitions, Approximatis and round o | 10 Hours
errors, accuracy and precision. Roots of EquatiBaa:stow-Lin’'s Method, Graeffe's Roqt
Squaring Method. Computation of eigen values ofill symmetric matrices: Jacobi and
Givens method.

RBT: L1, L2, L3

Module 2

Statistical Inference: Introduction to multivariate statistical models: r@dation and| 10 Hours
Regression analysis, Curve fitting (Linear and Noear)
RBT: L1, L2, L3

Module 3

Probability Theory: Probability mass function (p.m.f), density functi¢md.f), Randon| 10 Hours
variable: discrete and continuous, Mathematicaleetqtion, Sampling theory: testing pf
hypothesis by t-test and chi - square distribution.

RBT: L1, L2, L3

Module 4

Graph Theory: Isomorphism, Planar graphs, graph coloring, Hamiltocuits and Eule| 10 Hours
cycle. Specialized techniques to solve combindteriameration problems.
RBT: L1, L2, L3

Module 5

Vector Spaces Vector spaces; subspaces; Linearly independentdapdndent vectors| 10 Hours
Bases and dimension; coordinate vectors-llluseatxamples. Linear transformations;
Representation of transformations by matrices;alinfunctional; Non singular Lineg
transformations; inverse of a linear transformatiBroblems.

=

RBT: L1, L2, L3

Course Outcomes

* Understand the numerical methods to solve andtfiadoots of the equations.

» Utilize the statistical tools in multi variable tlibutions.

e Use probability formulations for new predictiongtwidiscrete and continuous RV's.

» To understand various graphs in different geonetééated to edges.

» Understand vector spaces and related topics aiiisim@agnification and rotation of images.

Question paper pattern:

The question paper will have ten questions.




There will be 2 questions from each modi

Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full questions, selecting one full quesfiom each module.

Text Books:
1. Steven C. Chapra and Raymond P Canale: ” Numéviethiods for Engineers!"7Edition,
McGraw-Hill Publishers, 2015.
2. T.Veerarajan: “Probability, Statistics and Randerocess*, 3Edition, Tata Mc-Graw Hill
Co.,2016.
3. David C.Lay, Steven R.Lay and J.J.McDonald: Linklgebra and its Applications, "5Edition,
Pearson Education Ltd., 2015.
Reference Books
1. B.S. Grewat Higher Engineering Mathematics, Khanna Publishetd” Ed., 2017.
2. John Vince : “Foundation Mathematics for Computer Science”,i@pr International
Publishing, Switzerland, 2015
3. M.K.Jain, S.R.K.lyengar and R.K.Jain: Numerical Methods for Scientific and Engineering
Computation. 8Ed.,New Age Int.Publishers.2012.
4. Norman L.Biggs: Discrete Mathematics"® Ed., Oxford University Press, 2017.
Web links and Video Contacts:
1. http://nptel.ac.in/courses.php?disciplineld=111
2. http://iwww.class-central.convsubject/math(MOOCs)
3. http://ocw.mit.edu/courses¥mathematics/




ADVANCES IN OPERATING SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER — |
Subject Cod 18SCS1, IA Marks 40
Number ofContac Hours/Wee 04 Exam Mark: 60
Total Number oContac Hours 50 Exam Hour 03
CREDITS - 04

Course objectives This course will enable student:

« Define the fundamentals of Operating Systems.

» Explain distributed operating system concepts thatludes architecture, Mutual exclusi

algorithms, Deadlock detection algorithms and ages# protocols

» lllustrate distributed resource management comgsne. the algorithms for implementation

distributed shared memory, recovery and commitquals

« Identify the components and management aspectealftine, Mobile operating Systems

DN

Module 1 Contact
Hours
Operating System Overview, Process description & Gurol: Operating Syster| 10 Hours

Objectives and Functions, The Evolution of OpemtfBystems, Major Achievements,

Developments Leading to Modern Operating Systemigrddoft Windows Overview

Traditional UNIX Systems, Modern UNIX Systems, Wh&ta Process?, Process States,

Process Description, Process Control, ExecuticgheDperating System, Security Issues.
RBT: L1, L2, L3

Module 2

Threads, SMP, and Microkernel, Virtual Memory: Processes arThreads, Symmetri
Multiprocessing (SMP), Micro Kernels, Windows Vistahread and SMP Hours
Management, Linux Process and Thread Managemendwdee and Control Structures,
Operating System Software, UNIX Memory Managemeémindows Vista Memory
Management, Summary

RBT:L1,L2,L3

10 Hours

Module 3

Multiprocessor and Rea-Time Scheduling: Multiprocessor Scheduling, R-Time
Scheduling, Linux Scheduling, UNIX PreclsSl) Schedy Windows Vista Hours
Scheduling, Process Migration, Distributed Globtt&s, Distributed Mutual Exclusion,
Distributed Deadlock

RBT: L1, L2, L3

10 Hours

Module 4

Embedded Operating Systems:Embedded Systems, Characteristics of Embe

Operating Systems, eCOS, TinyOS, Computer SecQuycepts, Threats, Attacks, and

Assets, Intruders, Malicious Software Overview,U0gies, Worms, and Bots, Rootkits.
RBT:L1,L2,L3

10 Hours

Module 5

Kernel Organization: Using Kernel Services, Daemons, Starting the Ke@ehtrol in the
Machine , Modules and Device Management, MODULE adigation, MODULE
Installation and Removal,
Manager, Creating a new Task , IPC and SynchrdoizaiThe Scheduler , Memory

Manager , The Virtual Address Space, The Page Faidler , File Management. The

windows NT/2000/XP kernel: Introduction, The NT kel, Objects , Threads,

Multiplication Synchronization,Traps,Interrupts aBgiceptions, The NT executive , Object

10 Hours

Process and ResoMamagement,Running Process

Manager, Process and Thread Manager , Virtual Mem@anager, /o0 Manager, The cache




Manager Kernel local procedure calls and IPC, Tatere API, subsysterr
RBT: L1, L2, L3

Course Outcomes

The students shoube able tc
 Demonstrate the Mutual exclusion, Deadlock detactamd agreement protocols of
Distributed operating system
» Learn the various resource management techniquekstobuted systems
» Identify the different features of real time andhit® operating system
» Modify existing open source kernels in terms ofdtimnality or features us

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.

Text Books:
1. William Stallings: Operating Systems: Internals &webign Principles, 6th Edition, Prentice
Hall, 2013.

2. Gary Nutt: Operating Systems, 3rd Edition, Pear206a4.

Reference Books
1. Silberschatz, Galvin, Gagne: Operating System Quisc8th Edition, Wiley, 2008
2. Andrew S. Tanenbaum, Albert S. Woodhull: Operafiygtems, Design and Implementation,
3 Edition, Prentice Hall, 2006.
3. Pradeep K Sinha: Distribute Operating Systems, utnand Design, PHI, 2007




ADVANCES IN DATA BASE MANAGEMENT SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - |

18SCE252
18SCS13 18SIT14 /
18SSE151

Subject Cod
IA Marks

40

Number ofContac Hours/Wee 04 Exam Mark:

60

Total Number oContac Hours 50 Exam Hour

03

CREDITS — 04

Course objectives This course will enable student:

Define parallel and distributed databases andhpdiGations.
Show applications of Object Oriented database

Explain basic concepts, principles of intelligeatabases.
Utilize the advanced topics of data warehousingraiming .
Infer emerging and advanced data models

Extend knowledge in research topics of databases.

Module 1

Contact
Hours

Review of Relational Data Model and Relational Dathase Constraints Relational
model concepts; Relational model constraints anatioeal database schemas; Upd
operations, anomalies, dealing with constraintatiohs, Types and violations. Overvig
of Object-Oriented Concepts — Objects, Basic ptigmrAdvantages, examples, Abstr
data types, Encapsulation, class hierarchies, poiyhism, examples.

RBT: L1, L2, L3

10 Hours
ate
W
act

Module 2

Object and Object-Relational Databases Overview of OOP; Complex objects; Identi
structure etc. Object model of ODMG, Object defimit Language ODL; Object Que
Language OQL; Conceptual design of Object datab@serview of object relationg
features of SQL; Object-relational features of Gramplementation and related issues
extended type systems; syntax and demo examplesndsted relational model. Overvig
of C++ language binding;

RBT: L1, L2, L3

10 Hours

y
1|
for
DWW

Module 3

Parallel and Distributed Databases Architectures for parallel databases; Parallel g
evaluation; Parallelizing individual operationsy&lkel query optimizations; Introduction t
distributed databases; Distributed DBMS architexgturStoring data in a Distributs
DBMS; Distributed catalog management; Distributeduefy processing; Updatin
distributed data; Distributed transactions; Disitésl Concurrency control and Recovery,
RBT: L1, L2, L3

10 Hours
0
ol

«

Module 4

Data Warehousing, Decision Support and Data Minin¢ Introduction to decisio
support; OLAP, multidimensional model; Window gesriin SQL; Finding answe
quickly; Implementation techniques for OLAP; Dataaihousing; Views and Decisiq
support, View materialization, Maintaining matedald views. Introduction to Dat
Mining; Counting co-occurrences; Mining for ruldsee-structured rules; ROC and CM
Curves; Clustering; Similarity search over sequenb&remental mining and data streai
Additional data mining tasks.

RBT: L1, L2, L3

10 Hours
S
n
a
1C
ns;

Module 5




Enhanced Data Models for Some Advanced Application Active database concepts ¢ | 10 Hours
triggers; Temporal, Spatial, and Deductive DatabaseBasic concepts. More Recept
Applications: Mobile databases; Multimedia dataBasgeographical Information Systems;
Genome data management.

RBT: L1,L2,L3

Course Outcome

The students should be able
» Select the appropriate high performance databksgérallel and distributed database
» Infer and represent the real world data using elgjgented database
* Interpret rule set in the database to implemera darehousing of mining
» Discover and design database for recent applicatiatabase for better interoperability

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttmcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.

Text Books:
1. Elmasri and Navathe: Fundamentals of Database 18ysteearson Education, 2013.
2. Raghu Ramakrishnan and Johannes Gehrke: Databamssdtaent Systems, 3rd Edition,
McGraw-Hill, 2013.

Reference Books:
1. Abraham Silberschatz, Henry F. Korth, S. Sudarsbatabase System Concepts, 6th Edition,
McGraw Hill, 2010.




INTERNET OF THINGS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - |

Subject Cod 18LNI22 / 18SCE23 / 18SCN1:«

18SCS14 18SSE321 IA Marks

40

Number of Contact Hours/Week 04 Exam Marks

60

Total Number oContac Hours 50

Exam Hours

03

CREDITS - 04

Course objectives:This course will enable student:

Define and explain basic issues, policy and chghs in the 10T
lllustrate Mechanism and Key Technologies in loT

Explain the Standard of the loT

Explain resources in the 10T and deploy of resaigt business
Demonstrate data analytics for loT

Module -1

Contact
Hours

What is The Internet of Things? Overview and Mdiivas, Examples of Apllicatiol, IPV6
Role, Areas of Development and Standardizationp&aij the Present Investigation.Inter
of Things Definitions and frameworks-loT DefinitignloT Frameworks, Basic Nod
Capabilities. Internet of Things Apjplication Exaleg-Overview, Smart Metering/Advanc
Metering Infrastructure-Health/Body Area Network€iity Automation, Automotive
Applications, Home Automation, Smart Cards, Tragkin Over-The-Air-Passiv¢
Surveillance/Ring of Steel, Control Application Exales, Myriad Other Applications.
RBT: L1, L2, L3

10 Hours
net
al
2d

D

Module -2

Fundamental loT Mechanism and Key Technolc-ldentification of IoT Object an
Services, Structural Aspects of the 10T, Key loTcHmologies. Evolving IoT Standard
Overview and Approaches, IETF IPV6 Routing Protodol RPL Roll, Constraine
Application Protocol, Representational State TransfETSI M2M,Third Generatio
Partnership Project Service Requirements for Maehiype Communications, CENELE(
IETF IPv6 Over Low power WPAN, Zigbee IP(ZIP),IPSO

RBT: L1, L2, L3

10 Hours

Module — 3

Layer % Connectivity: Wireless Technologies for the -WPAN Technologies fo
I0T/M2M, Cellular and Mobile Network TechnologiesrfloT/M2M,Layer 3 Connectivity
:IPv6 Technologies for the loT: Overview and Motigas. Address Capabilities,IPy
Protocol Overview, IPv6 Tunneling, IPsec in IPv6ader Compression Schemes, Quality
Service in IPv6, Migration Strategies to IPv6.

RBT: L1, L2, L3

10 Hours

6
of

Module-4

Case Studies illustrating loT Des-Introduction, Home Automation, Cities, Environme
Agriculture, Productivity Applications.
RBT: L1, L2, L3

10 Hours

Module-5

Data Analytics for loT- Introduction, Apache Hadoop, Using Hadoop MapRedac®atch
Data Analysis, Apache Oozie, Apache Spark, Apadher Using Apache Storm for Reg
time Data Analysis, Structural Health Monitoringsgastudy.

10 Hours
Al-

RBT:L1,L2, L3




Course outcomes:

At the end of this course the students will be &
» Develop schemes for the applications of IOT in tiaé scenarios
» Manage the Internet resources
* Model the Internet of things to business
» Understand the practical knowledge through diffecaise studies
» Understand data sets received through loT deviogs$als used for analysis

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttics under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books

1. Daniel Minoli, "Building the Internet of Things witIPv6 and MIPv6:The Evolving World of M2M
Communications”, Wiley, 2013.

2. ArshdeepBahga, Vijay Madisetti, "Internet of ThingsHands on Approach” Universities Press.,
2015

Reference Books:

1. Michael Miller,” The Internet of Things”, First Bithn, Pearson, 2015.

2. Claire Rowland,Elizabeth Goodman et.al.,” Desigrtannected Products”, First Edition,O’Reilly,
2015.




ADVANCES IN COMPUTER NETWORKS

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER — |

Subject Cod

18LNI321
18SCN12
18SCS151

/
/IA Marks

40

Number ofContac Hours/Wee

04

Exam Mark:

60

Total Number oContac Hours

50

Exam Hour

03

CREDITS — 04

Course objectives This course will enable student:

» Discuss with the basics of Computer Networks.
« Compare various Network architectures.
» Discuss fundamental protocols.

» Define and analyze network traffic, congestion,toulting and resource allocation.

Module 1 Contact
Hours

Foundation: Building a Network, Requirements, Perspectives, Scalable Connect| 10 Hours
Cost-Effective Resource sharing, Support for Comi8ervices, Manageability, Protocol
layering, Performance, Bandwidth and Latency, De{agandwidth Product, Perspectives
on Connecting, Classes of Links, Reliable TransimissStop-and-Wait , Sliding Window,
Concurrent Logical Channels.
T1: Chapter 1.1, 1.2, 1.5.1, 1.5.2.1, 2.5T2 Chapter 4

RBT:L1,1L2,L3
Module 2
Internetworking |:  Switching and Bridging, Datagram’s, Virtual CircuSwitching,| 10 Hours

Source Routing, Bridges and LAN Switches, Basierimetworking (IP), What is a

Internetwork?, Service Model, Global Addressesabatm Forwarding in IP, sub netting

and classless addressing, Address Translation (AR&t Configuration (DHCP), Errg
Reporting (ICMP), Virtual Networks and Tunnels.
T1: Chapter 3.1, 3.2,

=)

=

RBT: L1, L2, L3
Module 3
Internetworking - 1l: Network as a Graph, Distance Vector (RIP), Linkt&t€OSPF)| 10 Hours
Metrics, The Global Internet, Routing Areas, Rogtamong Autonomous systems (BGP),
IP Version 6 (IPv6), Mobility and Mobile IP
T1: Chapter 3.3, 4.1.1,4.112:Chapter 13.1t0 13.18 , Ch 18.
RBT: L1, L2, L3
Module 4
End-to-End Protocols: Simple Demultiplexe (UDP), Reliable Byte Stream(TCP), E-to- | 10 Hours

End Issues, Segment Format, Connecting EstablighamehTermination, Sliding Window

Revisited, Triggering Transmission, Adaptive Resraission, Record Boundaries, TCP

Extensions, Queuing Disciplines, FIFO, Fair Queuifi@P Congestion Control, Additiv
Increase/ Multiplicative Decrease, Slow Start, Retransmit and Fast Recovery
T1: Chapter 5.1, 5.2.1t05.2.8, 6.2, 6.3

RBT: L1, L2, L3

e

Module 5

Congestion Control and Resource AllocatiorCongestio-Avoidance Mechanisms, DE
bit, Random Early Detection (RED), Source-Based gestion Avoidance. The Doma
Name System (DNS), Electronic Mail (SMTP,POP,IMAMMNE), World Wide Web

10 Hours
n




(HTTP), Network Management (SNV
T1: Chapter 6.4 T2: Chapter 23.1 to 23.16, Chapter 24, Chapter 2&p€ 27.1 to 27.8
RBT: L1, L2, L3

Course Outcomes

The students should be able
» List and classify network services, protocols arahigectures, explain why they are layered.
» Choose key Internet applications and their promycahd apply to develop their own
applications (e.g. Client Server applications, VBebvices) using the sockets API.
» Explain develop effective communication mechanisisiag technigues like connection
establishment, queuing theory, recovery Etc.
» Explain various congestion control techniques.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttmcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.

Text Books:
1. Larry Peterson and Bruce S Davis “Computer Nektaof System Approach™'5Edition ,
Elsevier -2014.
2. Douglas E Comef,Internetworking with TCP/IP, Principles, Protocalsd Architecture” 6th
Edition, PHI — 2014.

Reference Books
1. Uyless Black, “Computer Networks, Protocols , Stadd and Interfaces” 2 nd Edition -PHI.
2. Behrouz A Forouzan, “TCP /IP Protocol Suite” 4itton — Tata McGraw-Hlill.




MULTI-CORE ARCHITECTURE AND PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - |
Subject Cod 18SCE:2 / 1€SCN1f2 /

) RSCo150 IA Marks 40
Number of Contact Hours/Week 04 Exam Marks 60
Total Number oContac Hours 50 Exam Hours 03

CREDITS - 04
Course objectives This course will enable student:

» Define technologies of multicore architecture ard@grmance measures

» Demonstrate problems related to multiprocessing

» lllustrate windows threading, posix threads, opemmggramming

* Analyze the common problems in parallel programming
Module -1 Contact

Hours
Introduction to Muli-core Architecture Motivation for Concurrency in sedre, Paralle| 10 Hours

Computing Platforms, Parallel Computing in Micropessors, Differentiating Multi-cor
Architectures from Hyper- Threading Technology, tthreading on Single-Core vers

Multi-Core Platforms Understanding Performance, Ahls Law, Growing Returns:

Gustafson’s Law. System Overview of Threading :iBie§f Threads, System View (
Threads, Threading above the Operating System atlaranside the OS, Threads inside
Hardware, What Happens When a Thread Is Creatagljcation Programming Models ar
Threading, Virtual Environment: VMs and PlatformBuntime Virtualization, Systen
Virtualization.

RBT: L1, L2, L3

e
LS

nf
the
d

Module -2

Fundamental Concepts of Parallel Programming :Désig for Threads, Tas
Decomposition, Data Decomposition, Data Flow Decositppon, Implications of Differen
Decompositions, Challenges You'll Face, Parallebgeamming Patterns, A Motivatin
Problem: Error Diffusion, Analysis of the Error RiSion Algorithm, An Alternate
Approach: Parallel Error Diffusion, Other Alternags. Threading and Parallel Programm

Constructs: Synchronization, Critical Sections, d@eek, Synchronization Primitives

10 Hours
t

(e}

ng

Semaphores, Locks, Condition Variables, Messadesy Eontrol- based Concepts, Fence,
Barrier, Implementation-dependent Threading Feature
RBT: L1, L2, L3
Module — 3
Threading APIs :ThreadingAPIs for Microsoft WindqwsVin32/MFC Thread API¢| 10 Hours

Threading APIs for Microsoft. NET Framework, Cregti Threads, Managing Threag
Thread Pools, Thread Synchronization, POSIX Threddseating Threads, Managin
Threads, Thread Synchronization, Signaling, Cortipitaand Linking.

RBT: L1, L2, L3

IS,
g

Module-4

OpenMP: A Portable Solution for Threading : Chajlesin Threading a Loop, Lo-carried
Dependence, Data-race Conditions, Managing Shanédrvate Data, Loop Scheduling 4
Portioning, Effective Use of Reductions, Minimizifichreading Overhead, Work-shari
Sections, Performance-oriented Programming, Usirgri®& and No wait, Interleavin

10 Hours
nd
ng
g




Single-thread and Mul-thread Execution, Data Cc-in and Cop-out, Protecting Updates
Shared Variables, Intel Task queuing Extension perP, OpenMP Library Function
OpenMP Environment Variables, Compilation, Debuggiperformance

RBT: L1, L2, L3

o

Module-5

Solutions to Common Parallel Programming Probleni®o Many Threads, Data Rac| 10 Hours
Deadlocks, and Live Locks, Deadlock, Heavily Codexh Locks, Priority Inversion,
Solutions for Heavily Contended Locks, Non-blockiAfgorithms, ABA Problem, Cache
Line Ping-ponging, Memory Reclamation Problem, Reeeendations, Thread-safe
Functions and Libraries, Memory Issues, Bandwidt¥grking in the Cache, Memorny
Contention, Cache-related Issues, False Sharingndvie Consistency, Current 1A-32
Architecture, Itanium Architecture, High-level Larages, Avoiding Pipeline Stalls on IA-
32,Data Organization for High Performance.

RBT: L1, L2, L3

Course outcomes:

The students shall able
» Identify the limitations of ILP and the need for Iltiwore architectures
» Define fundamental concepts of parallel prograngnand its design issues
» Solve the issues related to multiprocessing agdest solutions
» Make out the salient features of different multecarchitectures and how they exploit paralleli
» Demonstrate the role of OpenMP and programmingejginc

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books
1. Multicore Programming , Increased Performance thindBoftware Multi-threading by Shamee
Akhter and Jason Roberts |, Intel Press , 2006

Reference Books NIL




DATA COMPRESSION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - |
Subject Cod 18SCSs15/
) a1z |'AMarks 40
Number oiContac Hours/Wee 04 Exam Mark: 60
Total Number oContac Hours 50 Exam Hour 03
CREDITS - 04
Course objectives This course will enable student:
» Develop comprehensive knowledge in the field ofeD@bmpression and Coding.
* Analyze and evaluate different Data CompressionGoding methods.
Module 1 Contact
Hours
Introduction : Compression techniques, modeling and coding madlieal preliminarie:| 10 Hours

for lossless compression: A brief introduction tdormation theory, models, codin
algorithmic information theory, minimum descriptiamgth principle.
RBT: L1, L2, L3

0,

Module 2

Huffman Coding: The Huffman coding algorithm, non binary Huffmeades, adaptiv
Huffman coding, golomb codes, rice codes, Tunstadles, application of Huffman coding
RBT: L1, L2, L3

10 Hours
).

Module 3

Lossless Image Compressic Introduction, CALIC, JPE-LS, multi resolutior
approaches, facsimile encoding, MRC-T.4Mathematical Preliminaries For Lossy
Coding: Introduction, distortion criteria, informationdary revisited, rate distortion theor
models

RBT: L1, L2, L3

10 Hours

y

Module 4

Wavelet Based Compressic: Introduction, wavelets, multi resolution analyarsd scaling
function, implementation using filters, image coegsion, embedded zero tree coder,
partitioning in hierarchical trees, JPEG zehadio Coding: Introduction , MPEG coding
MPEG advanced audio coding, Dolby AC3(DOLBY DIGIT)other standards.

RBT: L1, L2, L3

10 Hours
set

Module 5

Video Compressiol: Introduction, motion compensation, video signapresentatior
ITU-T recommendation H.261, model based codingmasgtric applications, The MPEGQ
1 video standard, The MPEG-2 video standard, ITtetommendation H.263, ITU-
recommendation H.264, MPEG-4 part 1.0 advancecoviaeling, MPEG-4 part 2 , pack
video, ATM networks.

10 Hours
;_
o
et

RBT: L1, L2, L3

Course Outcomes

The students should be able

techniques.

Identify the basic software and hardware tools deedata compression.
Identify what new trends and what new possibilitéslata compression are avail

Explain the evolution and fundamental concepts \Wiita Compression and Coding

Analyze the operation of a range of commonly usedi@®y and Compression techniques

able

Question paper pattern:
The question paper will have ten questions.




There will be 2 questions from each modi

Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.

Text Books:
1. Introduction to data compressiofi ddition, Khalid sayood.Elsevier. Reprinted 2014.

Reference Books
1. Data compression, The complete refereneedition. David Salomon. Springer Year 2014.




COMPUTER SYSTEMS PERFORMANCE ANALYSIS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER — |
Subject Cod 18SCE151
18SCN321/ IA Marks 40
18SCS154
Number of Contact Hours/Week 04 Exam Marks 60
Total Number oContac Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable student:

» Discuss mathematical foundations needed for pedoom evaluation of comp
» lllustrate metrics used for performance evaluation

» Develop the analytical modeling of computer system

» Develop new queuing analysis for both simple andplex systems

» Analyze techniques for evaluating scheduling pefici

uter systems

Module 1

Contact
Hours

Introduction: The art of Performance Evaluation;n@aoon Mistakes in Performan
Evaluation, A Systematic Approach to Performancaliation, Selecting an Evaluatic
Technique, Selecting Performance Metrics, Commaoisigd Performance Metrics, Utilit
Classification of Performance Metrics, Setting Barfance Requirements.

RBT: L1, L2, L3

10 Hours
n

Yy

Module 2

Workloads, Workload Selection and Characterizatidypes of Workloads, additic
instructions, Instruction mixes, Kernels; Syntheficograms, Application benchmark
popular benchmarks. Work load Selection: Service®raised, level
Representativeness; Timeliness, Other considestionvorkload selection. Work log
characterization Techniques: Terminology; Averagir§pecifying dispersion, Sing
Parameter Histograms, Multi Parameter Histogramsnciple Component Analysis
Markov Models, Clustering.

RBT: L1, L2, L3

of detail;

10 Hours
S,

d
e

Module 3

Monitors, Program Execution Monitors and Accountirags: Monitors: Terminology ar
classification; Software and hardware monitors, t8@fe versus hardware monito
Firmware and hybrid monitors, Distributed Systemniilars, Program Execution Monito
and Accounting Logs, Program Execution Monitorschireques for Improving Progral
Performance, Accounting Logs, Analysis and Intagifen of Accounting log data, Usin
accounting logs to answer commonly asked questions.

RBT: L1, L2, L3

10 Hours

S
S
m
g

Module 4

Capacity Planning and Benchmarking: Steps in cé&pagianning and manageme
Problems in Capacity Planning; Common Mistakes endhmarking; Benchmarkin
Games; Load Drivers; Remote- Terminal EmulationmPonents of an RTE; Limitation
of RTEs. Experimental Design and Analysis: Intradc Terminology, Commo
mistakes in experiments, Types of experimentalgissi 2k Factorial Designs, Concef

Computation of effects, Sign table method for cotimgueffects; Allocation of variance;
General 2k Factorial Designs, General full faciadiessigns with k factors: Model, Analysj

10 Hours

of a General Design, Informal Methods.




RBT:L1,L2, L3 |

Module 5

Queuing Models: Introduction: Queuing Notation; &ulfor all Queues; Little’'s Lav| 10 Hours
Types of Stochastic Process. Analysis of Single uguédirth-Death Processes; M/M|1
Queue; M/M/m Queue; M/M/m/B Queue with finite buffe Results for other M/M/1
Queuing Systems. Queuing Networks: Open and Cl@aexling Networks; Product forimn
networks, queuing Network models of Computer Syste@perational Laws: Utilization
Law; Forced Flow Law; Little’s Law; General RespenEme Law; Interactive Response
Time Law; Bottleneck Analysis; Mean Value Analyaisd Related Techniques; Analysis|of
Open Queuing Networks; Mean Value Analysis; Appnoaie MVA; Balanced Job
Bounds; Convolution Algorithm, Distribution of Jobsa System, Convolution Algorithm
for Computing G(N), Computing Performance using ¥(Nimesharing Systems,
Hierarchical Decomposition of Large Queuing Netveorkoad Dependent Service Centers,
Hierarchical Decomposition, Limitations of Queuifigeory.

RBT: L1, L2, L3

Course Outcome

The students should be able

» Identify the need for performance evaluation arerttetrics used for it

* Implement Little’s law and other operational laws

» Apply the operational laws to open and closed syste

» Use discrete-time and continuous-time Markov chtwnmmodel real world systems
» Develop analytical techniques for evaluating sclindyolicies

Question paperpattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttmcs under a module. The students will have to
answer 5 full questions, selecting one full guesfrom each module.

Text Books:
1. Raj Jain: The Art of Computer Systems Performangalysis, John Wiley and Sons, 2013.

Reference Books
1. Paul J Fortier, Howard E Michel: computer Systeragd®?mance Evaluation and prediction,
Elsevier, 2003.
2. Trivedi K S: Probability and Statistics with Reliity, Queuing and Computer Science
Applications, 2nd Edition, Wiley India, 2001.




ADBMS AND IOT LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER — |
Subject Cod 18SC<L 16 IA Marks 40
Number ofContac Hours/Wee 04 Exam Mark: 60
Total Number oContac Hours 5C Exam Hour 03
CREDITS - 02

Course objectives This course will enable student:

e To provide students with contemporary knowledgBata Compression and Coding.

» To equip students with skills to analyze and eueldkfferent Data Compression and
Coding methods

e To be instrumental to handle multi dimension datajgression

» To acquire practical knowledge on advanced datatease its applications.

» To analyze and work on areas like Storage, Retridalti valued attributes, Triggers and othe
complex objects, Algorithms etc related to ADBMS.

» To design and implement recent applications dabar better interoperability

PART — AADBMS LABORATORY WORK

Note: The following experiments may be implemented onS@Qy/ORACLE or any other suitable
RDBMS with support for Object features

=

v

1. Develop a database application to demonstrate stoig and retrieving of BLOB and CLOB
objects.

a. Write a binary large object (BLOB) to a databaseittser binary or character (CLOB) dat
depending on the type of the field in your datarseuTo write a BLOB value to the
database, issue the appropriate INSERT or UPDA&testent and pass the BLOB value jas
an input parameter. If your BLOB is stored as teut;h as a SQL Server text field, pass the
BLOB as a string parameter. If the BLOB is stonedinary format, such as a SQL Server
image field, pass an array of type byte as a bipargmeter.

b. Once storing of BLOB and CLOB objects is done,iegtr them and display the results
accordingly.

ke

2. Develop a database application to demonstrate thepresentation of multi valued attributes,
and the use of nested tables to represent complexXjects. Write suitable queries to
demonstrate their use.

Consider Purchase Order Example: This example sedan a typical business activity:
managing customer orders. Need to demonstrate leapplication might evolve from relational
to object-relational, and how you could write ibrfr scratch using a pure object-oriented
approach.
a. Show how to implement the schema -- Implementirey Ajpplication under the Relational

Model -- using only Oracle's built-in data typesiilB an object-oriented application on top of

this relational schema using object views

3. Design and develop a suitable Student Database amation by considering appropriate
attributes. Couple of attributes to be maintained $ the Attendance of a student in each
subject for which he/she has enrolled and InternaAssessment Using TRIGGERS, write
active rules to do the following:

a. Whenever the attendance is updated, check if thadsnce is less than 85%; if so, notify the




Use the following guidelines when designing triggsr

Head of the Department corrned

than 40%; if so, notify the Head of the Departnmricerned.

1. Association rules are ifithen statements that helpover relationships between seemingly
unrelated data in a relational database or othfarnmation repository. An example of an
association rule would be "If a customer buys aedozggs, he is 80% likely to also purchase
milk.”

b. Whenever, the marks in an Internal Assessmentareseéntered, check if the marks are less

Use triggers to guarantee that when a specific atjper is performed, related actions are

performed.

Use database triggers only for centralized, glotyaérations that should be fired for the

triggering statement, regardless of which useratalthse application issues the statement.

Do not define triggers that duplicate the functidgpalready built into Oracle. For example, do

not define triggers to enforce data integrity rulleat can be easily enforced using declarat
integrity constraints.
Limit the size of triggers (60 lines or fewer iggaod guideline). If the logic for your trigge
requires much more than 60 lines of PL/SQL code kietter to include most of the code in
stored procedure, and call the procedure fromribger.
Be careful not to create recursive triggers. Fanaxe, creating an AFTER UPDATE statemg
trigger on the EMP table that itself issues an UFRB/Astatement on EMP causes the trigger
fire recursively until it has run out of memory.

Design, develop, and execute a program to implemersipecific Apriori algorithm for
mining association rules. Run the program against ray large database available in the
public domain and discuss the results.

PART —B 10T LABORATORY WORK
1.
2.
3.

4.

Transmit a string using UART

Point-to-Point communication of two Motes over thdio frequency.

Multi-point to single point communication of Moteser the radio frequency.LAN (Sub-
netting).

I2C protocol study

Reading Temperature and Relative Humidity valuenftbe sensor

Course Outcomes

The students should be able

Work on the concepts of Software Testing and ADBM e practical level

Compare and pick out the right type of softwaréingsprocess for any given real world problem

Carry out the software testing process in efficizay

Establish a quality environment as specified imd#ads for developing quality software
Model and represent the real world data using olojgented database

Embed the rules set in the database to implemeitiusfeatures of ADBMS

Choose, design and implement recent applicatiotabéae for better interoperability

Conduction of Practical Examination:
All laboratory experiments ( nos ) aretobeincludepifacticalexamination.
Studentsare allowed to pick one experimentfe@oh part and execute both
Strictlyfollow theinstructions as printed on theveo page of answer script for breakup of marks
Change of experiment is allowed only once and markalotted to the procedure part to be
made zero.

ve




MANAGING BIG DATA
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - Il

18LNI251 / 18SCE21 / 18SCN25:
18SCS21 18SFC331/18SIT31/
18SSE322

Subject Cod
IA Marks

40

Number of Contact Hours/Week 04 Exam Marks

60

Total Number oContac Hours 50 Exam Hours

03

CREDITS - 04

Course objectivesThis course will enable student:

Define big data for business intelligence

Analyze business case studies for big data analytic
Explain managing of Big data Without SQL

Develop map-reduce analytics using Hadoop andectkaiols

Module -1

Contact
Hours

UNDERSTANDING BIG DATA: What is big dai — why big date—.Data!, Data Storage al
Analysis, Comparison with Other Systems, Rationatabase Management System , G
Computing, Volunteer Computing, convergence of kepds — unstructured data — indug
examples of big data — web analytics — big datamarketing — fraud and big data — risk 3
big data — credit risk management — big data amggrigthmic trading — big data ar
healthcare — big data in medicine — advertising bigd data — big data technologies
introduction to Hadoop — open source technologietoud and big data — mobile busing
intelligence — Crowd sourcing analytics — inter &maohs firewall analytics.

RBT: L1, L2

10 Hours
bridl
try
nd
d

$SS

Module -2

NOSQL DATA MANAGEMENT: Introduction to NoSQ - aggregate data mode-—
aggregates — key-value and document data modekdationships — graph databases
schema less databases — materialized views -bdistm models — shading — version —
reduce — partitioning and combining — composing ‘mejuce calculations.

RBT: L1, L2

10 Hours

ap

Module — 3

BASICS OF HADOOPData format- analyzing data with Hadoc- scaling out- Hadoop
streaming — Hadoop pipes — design of Hadoop digkib file system (HDFS) — HDF
concepts — Java interface — data flow — Hadoop +/@ata integrity — compression
serialization — Avro — file-based data structures.

RBT: L1, L2, L3

10 Hours
S

Module-4

MAPREDUCE APPLICATIONS:MapReduce workflows unit tests with MRUnit- test
data and local tests — anatomy of MapReduce job—uhassic Map-reduce — YARN
failures in classic Map-reduce and YARN — job scHieg) — shuffle and sort — tag
execution — MapReduce types — input formats — dudtpmats

RBT: L1, L2, L3

10 Hours

k

Module-5

HADOOP RELATED TOOLS:Hbast — data model and implementatio- Hbase client-
Hbase examples —praxis. Cassandra — Cassandranuatal — Cassandra examples
Cassandra clients —Hadoop integration. Pig — Grurpig data model — Pig Latin
developing and testing Pig Latin scripts. Hive tadgpes and file formats — HiveQL dg

10 Hours

ta




definition- HiveQL data manipulatio— HiveQL queries

RBT: L1, L2, L3

Course outcomes:

The students shall able
» Describe big data and use cases from selecteddsssiftomains
» Explain NoSQL big data management
» Install, configure, and run Hadoop and HDFS
e Perform map-reduce analytics using Hadoop
» Use Hadoop related tools such as HBase, Cassdtigrand Hive for big data Analytics

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books:
1. Tom White, "Hadoop: The Definitive Guide", Third iidn, O'Reilley, 2012.
2. Eric Sammer, "Hadoop Operations", O'Reilley, 2012.

Reference Books:
1. VigneshPrajapati, Big data analytics with R and étgd SPD 2013.
2. E. Capriolo, D. Wampler, and J. Rutherglen, "Prograng Hive", O'Reilley, 2012.
3. Lars George, "HBase: The Definitive Guide", O'RsiJl2011.
4. Alan Gates, "Programming Pig", O'Reilley, 2011




ADVANCED ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - I
Subject Cod 18SCs2/
18SSE244 IA Marks 40
Number ofContac Hours/Wee 04 Exam Mark: 60
Total Number oContac Hours 50 Exam Hour 03
CREDITS — 04
Course objectives This course will enable student:
» Define the graph search algorithms.
» Explain network flow and linear programming probfem
» Interpret hill climbing and dynamic programming idgstechniques.
» Develop recursive backtracking algorithms.
» Define NP completeness and randomized algorithms
Module -1 Contact
Hours
Review of Analysis TechniquesGrowth of Functions: Asymptotic notations; Stanc| 10 Hours
notations and common functions; Recurrences andtiSolof Recurrence equations- The
substitution method, The recurrence — tree methidte master method; Amortized
Analysis: Aggregate, Accounting and Potential Melho
RBT: 11,12, L3
Module -2
Graph Algorithms: Bellman - Ford Algorithm; Single source shortest paths in AG)| 10 Hours
Johnson’s Algorithm for sparse graphs; Flow netwodnd Ford-Fulkerson method,;
Maximum bipartite matching?olynomials and the FFT:Representation of polynomials;
The DFT and FFT; Efficient implementation of FFT.
RBT: L1, L2, L3
Module - 3
Number -Theoretic Algorithms: Elementary notions; GCD; Modular Arithmetic; Solgi| 10 Hours
modular linear equations; The Chinese remaindesréme; Powers of an element; R$A
cryptosystem; Primality testing; Integer factoriaat
RBT: 11,12, 13
Module-4
String-Matching Algorithms: Naive string Matching; Rabi- Karp algorithm; Strin¢ | 10 Hours
matching with finite automata; Knuth-Morris-Pralg@rithm; Boyer — Moore algorithms.
RBT: L1, L2, L3
Module-5
Probabilistic and Randomized Algorithms: Probabilistic algorithms; Randomizit| 10 Hours

deterministic algorithms, Monte Carlo and Las Vegédgorithms; Probabilistic numer
algorithms.

C

RBT:11.12.13

Course outcomes

Upon completion of the course, the students wilhble tc
» Design and apply iterative and recursive algorithms
» Design and implement optimization algorithms incfie applications.
» Design appropriate shared objects and concurrgattsifor applications.




Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiae$ecting one full question from each module.

Text Books:

1. T. H Cormen, C E Leiserson, R L Rivest and dnStitroduction to Algorithms, 3rd Edition,
Prentice-Hall of India, 2010.

2. Kenneth A. Berman, Jerome L. Paul: Algorithmen@age Learning, 2002.

Reference Books:
1. Ellis Horowitz, SartajSahni, S.Rajasekharan:dammentals of Computer Algorithms, 2nd Edition,

Universities press, 2007




CLOUD COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - Il

Subject Cod 18LNI151 /
18SCE14 / 18SCN3
/18SCS23 18SIT22
/ 18SSE251

]rA Marks

40

Number ofContac Hours/Wee 04 Exam Mark: 60

Total Number oContac Hours 50 Exam Hour 03

CREDITS — 04

Course objectives This course will enable student:

» Define and Cloud, models and Services.

« Compare and contrast programming for cloud ana tymlications
» Explain virtuaization, Task Scheduling algorithms.

» Apply ZooKeeper, Map-Reduce concept to applications

Module 1

Contact

Hours

Introduction, Cloud Infrastructure: Cloud computing, Cloucomputing delivery mode
and services, Ethical issues, Cloud vulnerabilitiéfoud computing at Amazon, Clod
computing the Google perspective, Microsoft Windomire and online services, Op€g
source software platforms for private clouds, Clatigrage diversity and vendor lock-i
Energy use and ecological impact, Service levet@ments, User experience and softw
licensing. Exercises and problems.

RBT: L1, L2, L3

id
n_
n,

10 Hours

are

Module 2

Cloud Computing: Application Paradigms.: Challenges of cloud computin
Architectural styles of cloud computing, Workflon€oordination of multiple activitieg

Coordination based on a state machine model: Theke&per, The Map Redu¢

programming model, A case study: The Gre The Walicgiion, Cloud for science ar
engineering, High-performance computing on a cloGtbud computing for Biology
research, Social computing, digital content anddalocomputing.

RBT: L1, L2, L3

e
d

10 Hours

Module 3

Cloud Resource Virtualization: Virtualization, Layering and virtualization, Virth
machine monitors, Virtual Machines, Performance Sadurity Isolation, Full virtualizatio
and paravirtualization, Hardware support for vilizetion, Case Study: Xen a VMM bas
paravirtualization, Optimization of network virtigdtion, vBlades, Performang
comparison of virtual machines, The dark side dgimiization, Exercises and problems

RBT: L1, L2, L3

h
d
e

10 Hours

Module 4

Cloud Resource Management and SchedulincPolicies and mechanisms for reso.
management, Application of control theory to taskesluling on a cloud, Stability of a twi
level resource allocation architecture, Feedbachktrob based on dynamic thresholg
Coordination of specialized autonomic performananagers, A utility-based model f
cloud-based Web services, Resourcing bundling: Quabdrial auctions for clou
resources, Scheduling algorithms for computing a@souFair queuing, Start-time fa
queuing, Borrowed virtual time, Cloud schedulingbjegt to deadlines, Scheduliy
MapReduce applications subject to deadlines, Resomanagement and dynamic scali

:)_
IS,
DI
)
ir
g
ng,

Exercises and problems.

10 Hours




RBT: L1, L2, L3 |

Module 5
Cloud Security, Cloud Application Development:Cloud security risksSecurity: The toj| 10 Hours
concern for cloud users, Privacy and privacy impssessment, Trust, Operating system
security, Virtual machine Security, Security oftualization, Security risks posed by shared
images, Security risks posed by a management O8ugted virtual machine monitar,
Amazon web services: EC2 instances, Connectingtsli¢o cloud instances through
firewalls, Security rules for application and trpog layer protocols in EC2, How to launch
an EC2 Linux instance and connect to it, How to $8én java, Cloud-based simulation of a
distributed trust algorithm, A trust managemenviser, A cloud service for adaptive data
streaming, Cloud based optimal FPGA synthesis dis&s and problems.

RBT: L1, L2, L3

Course Outcomes
Thestudents should be able
» Compare the strengths and limitations of cloud astmg
» Identify the architecture, infrastructure and detivmodels of cloud computing
» Apply suitable virtualization concept.
e Choose the appropriate cloud player
» Address the core issues of cloud computing sudeasrity, privacy and interoperability
» Design Cloud Services
e Set a private cloud
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.
Text Books:
1. Dan C Marinescu: Cloud Computing Theory and Pecacttlsevier(MK) 2013.
Reference Books:
1. RajkumarBuyya , James Broberg, Andrzej Goscinskiou@ Computing Principles an
Paradigms, Willey 2014.
2. John W Rittinghouse, James F Ransome:Cloud Computaplementation, Management a|

o

Security, CRC Press 2013.




ADVANCES IN STORAGE AREA NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - Il

Subject Cod 18LNI243 / 18SCE323
18SCN241 18SCS241 |IA Marks
18SIT253 / 18SSE153

40

Number ofContac Hours/Wee 04 Exam Mark:

60

Total Number oContac Hours 50 Exam Hour

03

CREDITS — 04

Course objectives This course will enable student:

» Define and contrast storage centric and servericesystems
» Define metrics used for Designing storage area oy
» lllustrate RAID concepts

» Demonstrate, how data centers maintain the data thi# concepts of backup mainly rem

mirroring concepts for both simple and complex ays.

Dte

Module 1 Contact
Hours

Introduction : Server Centric IT Architecture and its Limitat&ynStorage— Centric IT| 10 Hours

Architecture and its advantages. Case study: Rieplacserver with Storage Networks The

Data Storage and Data Access problem; The Battlssife and access. Intelligent Disk

Subsystems: Architecture of Intelligent Disk Subegss; Hard disks and Internal |

Channels; JBOD, Storage virtualization using RAI aifferent RAID levels; Caching:
Acceleration of Hard Disk Access; Intelligent diskibsystems, Availability of disk

subsystems.
RBT: L1, L2, L3

@)

Module 2

I/O Techniques: The Physical I/O path from the CPU to the Stor&gstem; SCSI; Fibr
Channel Protocol Stack; Fibre Channel SAN; IP S$teraNetwork Attached Storage: T
NAS Architecture, The NAS hardware Architecture,eTNAS Software Architecture
Network connectivity, NAS as a storage system. &ilstem and NAS: Local File Systen
Network file Systems and file servers; Shared [Ofitk systems; Comparison of fibi
Channel and NAS.

RBT: L1, L2, L3

1S;
e

10 Hours
he

Module 3

Storage Virtualization: Definition of Storage virtualization; Implementatio
Considerations; Storage virtualization on Block fibe level; Storage virtualization o
various levels of the storage Network; Symmetrid Asymmetric storage virtualization
the Network.

RBT: L1, L2, L3

n
n

10 Hours

Module 4

SAN Architecture and Hardware device: Overview, Creating a Network for stora
SAN Hardware devices; The fibre channel switch; tHtss Adaptors; Putting the stora
in SAN; Fabric operation from a Hardware perspect®oftware Components of SAN: T
switch’'s Operating system; Device Drivers; Suppaytithe switch’'s component
Configuration options for SANSs.

RBT: L1, L2, L3

5,

10 Hours

ge
ne

Module 5

Management of Storage Networ: System Management, Requirement of manage

d

System, Support by Management System, Managemetdrfdoe, Standardize

10 Hours




Mechanisms, Property Mechanisms-band Management, Use of SNMP, CIM ¢
WBEM, Storage Management Initiative Specificati®W(|-S), CMIP and DMI, Optional
Aspects of the Management of Storage Networks, Sanypm

RBT: L1, L2, L3

Course Outcome
The students should be able
» Identify the need for performance evaluation amdrttetrics used for it
» Apply the techniques used for data maintenance.
» Realize strong virtualization concepts
» Develop techniques for evaluating policies for Lidfdsking, file systems
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.

Text Books:
1. UIf Troppens, Rainer Erkens and Wolfgang Mulleor&ge Networks Explained, Wiley
India,2013.

Reference Books:
1. Robert Spalding: “Storage Networks The CompleteeRgfce”, Tata McGraw-Hill, 2011.
2. Marc Farley: Storage Networking Fundamentals — Atroduction to Storage Device
Subsystems, Applications, Management, and FileeBst Cisco Press, 2005.
3. Richard Barker and Paul Massiglia: “Storage Areawdek Essentials A Complete Guide

understanding and Implementing SANs”, Wiley Indi806.

o

to



AGILE TECHNOLOGIES
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - I
Subject Cod 18SCE324
18SCS242
18517331 / IA Marks 40
18SSE323
Number of Contact Hours/Week 04 Exam Marks 60
Total Number oContac Hours 50 Exam Hours 03
CREDITS -04
Course objectives This course will enable student:
» Explain iterative, incremental development prodeass to faster delivery of more useful
software
» Evaluate essence of agile development methods
» lllustrate the principles and practices of extregregramming
» Show the roles of prototyping in the software pasce
» Explain the Mastering Agility
Module -1 Contact
Hours
Why Agile?: Understanding Success, Beyond Deadlines, The lapoetof Organizationi| 10 Hours
Success, Enter Agilithlow to Be Agile?: Agile Methods, Don’'t Make Your Own Method,
The Road to Mastery, Find a Mentor
RBT: L1, L2
Module -2
Understanding XP: The XPLifecycle, The XP Team, XP Concej Adopting XP: Is XP | 10 Hours
Right for Us?, Go!, Assess Your Agility
RBT: L1, L2
Module — 3
Practicing XP: Thinking: Pair Programming, Energized Work, Informative Wqkse,| 10 Hours

Root-Cause Analysis, Retrospectiv€gllaborating: Trust, Sit Together, Real Custon
Involvement, Ubiquitous Language, Stand-Up Meetir@ading Standards, Iteration Den

Reporting, Releasing:Done Done”, No Bugs, Version Control, Ten-Minuteuill,
Continuous Integration, Collective Code OwnersHimcumentation.Planning: Vision,

Release Planning, The Planning Game, Risk Managemeration Planning, Slack, Storig
TesteDri

Estimating. Developing: Incremental requirements, Customer Tests,

Development, Refactoring, Simple Design ,Increnleiltasign and Architecture, Spik

Solutions, Performance Optimization, Exploratorgfire
RBT: L1, L2, L3

er
0,

v

Module-4

Mastering Agility: Values and Principles: Commonalities, About Values, Principles, ¢
Practices, Further Readindgmprove the Process:Understand Your Project, Tune a
Adapt, Break the Rule®kely on People Build Effective Relationships, Let the Right Peo
Do the Right Things, Build the Process for the Pedpliminate Waste :Work in Small,
Reversible Steps, Fail Fast, Maximize Work Not DdPgrsue Throughput

RBT: L1, L2, L3

10 Hours
nd
ble

Module-5

Deliver Value: Exploit Your Agility, Only Releasable Code Has ValuDeliver Busines
Results, Deliver Frequentlyseek Technical ExcellenceSoftware Doesn’t Exist, Design

10 Hours
S




for Understanding, Design Tre-offs, Quality with a Name, Great Design, UniverBalsign
Principles, Principles in Practice, Pursue Mastery

RBT: L1, L2, L3

Course outcomes:

Students should be able
» Define XP Lifecycle, XP Concepts, Adopting XP

« Evaluate on Pair Programming, Root-Cause Analyé&trospectives, Planning, Incremental
Requirements, Customer Tests

» Demonstrate concepts to Eliminate Waste

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:
1. The Art of Agile Development(Pragmatic guide to agile software development),
James shore, Chromatic, O'Reilly Med&hroff Publishers & Distributor2007.

Reference Books

1. Agile Software Development, Principles, Patterms] ®ractices,Robert C. Martin, Prentice
Hall; 1st edition, 2002.

2. Agile and Iterative Development A Manger's Guid€aig Larman Pearson Education, First
Edition, India, 2004.




BUSINESS INTELLIGENCE AND ITS APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - Il
Subject Cod 18SCSs24 /
) L8alT250 IA Marks 40
Number of Contact Hours/Week 04 Exam Marks 60
Total Number oContac Hours 50 Exam Hours 03
CREDITS - 04
Course objectives This course will enable student:
» Evaluate the key elements of a successful businedbgence (BI) program
» Apply a Bl meta model that turns outcomes intocai
» Extract and transform data from an operational ttatadata business data
» Evaluate business analytics and performance maasuatdools
Module -1 Contact
Hours
Development Steps, Bl Definitions, Bl Decision Sopp Initiatives, Developmer| 10 Hours

Approaches, Parallel Development Tracks, Bl ProJeztm Structure, Business Justificati
Business Divers, Business Analysis Issues, Costeref® Analysis, Risk Assessmel
Business Case Assessment Activities, Roles Involmed hese Activities, Risks Of Nd
Performing Step, Hardware, Middleware, DBMS PlatfprNon Technical Infrastructur
Evaluation

RBT: L1, L2, L3

On,
nt,

t
e

Module -2

Managing The Bl Project, Defining AnPlanning The BI Project, Project Plann
Activities, Roles And Risks Involved In These Adfiws, General Business Requireme
Project Specific Requirements, Interviewing Process

RBT: L1, L2, L3

10 Hours
nt,

Module — 3

Differences in Database DesiPhilosophies, Logical Database Design, Physicahiisse
Design, Activities, Roles And Risks Involved In HeeActivities, Incremental Rollou
Security Management, Database Backup And Recovery

RBT: L1, L2, L3

10 Hours
tl

Module-4

Growth ManagemenApplication Release Concept, Post Implementatiovides, Releas
Evaluation Activities, The Information Asset andt®&/aluation, Actionable Knowledge
ROI, Bl Applications, The Intelligence Dashboard

RBT: L1, L2, L3

10 Hours

Module-5

Business View of Information technology ApplicatsoBusiness Enterprise excellence, F
purpose of using IT, Type of digital data, basiemferprise reporting, Bl road ahead.

10 Hours

RBT: L1, L2, L3

Course outcomes:

Upon completion of the coursthe students will be able
Explain the complete life cycle of Bl/Analyticadédelopment

lllustrate technology and processes associatddBusiness Intelligence framework
Demonstrate a business scenario, identify the oseiridicators and make recommendations to
achieve the business goal.




Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books
1. Larissa T Moss and ShakuAtre — Business Intelliggroadmap : The Complete Project
Lifecycle for Decision Support Applications, Addis@Vesley Information Technology Series,
2003.
2. R N Prasad, SeemaAcharya — Fundamentals of Bushmedgtics , Wiley India, 2011.

Reference Books
1. David Loshin -Business Intelligence: The Savvy Miger's Guide, Publisher: Morgan
Kaufmann, ISBN 1-55860-196-4.
2. Brian Larson - Delivering Business Intelligencehniflicrosoft SQL Server 2005, McGraw Hill,
2006.
3. Lynn Langit - Foundations of SQL Server 2008 Businktelligence —Apress,ISBN13: 978-1-
4302-3324-4, 2011




DATA MINING & DATA WAREHOUSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - Il

Subject Cod 18SCE154 18SCS24 /
18SFC251/18SIT23/ | IA Marks 40
18SSE241
Number of Contact Hours/Week 04 Exam Marks 60
Total Number oContac Hours 50 Exam Hours 03
CREDITS - 04
Course objectivesThis course will enable student:
» Define Data warehousing Architecture and Implemigora
» Explain Data mining principles and techniques aritcbbduce DM as a cutting edge business
intelligence
» Interpret association rule mining for handling kudgata
» Classification for the retrieval purposes
» Explain clustering techniques in details for betteganization and retrieval of data
Module -1 Contact
Hours
Introduction and Data Preprocessing :Why data mginithat is datimining, What kinds o| 10 Hours

data can be mined, What kinds of patterns can lmedniWhich Technologies Are use
Which kinds of Applications are targeted, Majoruiss in data mining .Data Preprocessi
An overview, Data cleaning, Data integration, Dagduction, Data transformation and d
discretization.

RBT: L1, L2, L3

du

ng:
ata

Module -2

Data warehousing and online analytical procesdirmia warehousing: Basic concepts, C
warehouse modeling: Data cube and OLAP, Data wasshalesign and usage, D
warehouse implementation, Data generalization toipate-oriented induction,

RBT: L1, L2, L3

10 Hours
hta

Module — 3

Classification: Basic Concepts: Basic Concepts,iddat tree induction, Bays Classificati
Methods, Rule-Based classification, Model evaluatiod selection, Techniques to imprg
classification accuracy

10 Hours
ve

RBT: L1, L2, L3

Module-4

Cluster Analysis: Basic concepts and methods: €tustnalysis, Partitioning methoc| 10 Hours
Hierarchical Methods, Density-based methods, Giadd8l Methods, Evaluation of
clustering.

RBT: L1, L2, L3
Module-5
Data mining trends and research frontiers: Miniogiplex data types, other methodolo¢| 10 Hours

of data mining, Data mining applications, Data Mimiand society.

RBT: L1, L2, L3

Course outcomes:

The students shall able
applications
Apply the association rules for mining the data

Demonstrate Storing voluminous data for online pssing, Preprocess the data for mining




» Design and deploy appropriate classification teghes
» Cluster the high dimensional data for better org@iion of the data
» Discover the knowledge imbibed in the high dimenalsystem

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books
1. Jiawei Han, MichelineKamber, Jian Pei: Data MinfBgncepts and Techniques,
ELSEVIER(MK) 3¢ edition 2012.

Reference Books NIL




ADVANCES IN COMPUTER GRAPHICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - Il

Subject Cod 18SCS25/ 18SIT25. |IA Marks

40

Number ofContac Hours/Wee 04 Exam Mark:

60

Total Number oContac Hours 50 Exam Hour

03

CREDITS — 04

Course objectives This course will enable student:

Explain basic and fundamental computer graphidsigoes.
Compare and contrast image synthesis techniques.
Examine applications of modeling, design and viga#bn.
Discuss different color modeling and computer arioma
Explain hierarchical modeling and graphing filerfats.

Module 1

Contact
Hours

Three-Dimensional Object RepresentatiorPolyhedra, OpenGL Polyhedron Functio
Curved Surfaces, Quadric Surfaces, Super @sadOpenGL QuadriSurface ang
Cubic-Surface  Functions, Blobby Objects, ir&plRepresentations, Culfpline
Interpolation Methods, Bezier Spline CurvesziBaSurfaces B-Spline Curves, B-Spli
Surfaces, Beta- Splines, Retional Splines, Coneer8etween Spline Representatio
Displaying Spline Curves and rfaces, OpenGL Appr@ation-Spline Functions, Sweé
Representations, Constructive Solid —Geometry Mkthoctrees, BSP T rees, Fract
Geometry Methods, Shape Grammars and Others Pratedathods, Particle System
Physically Based Modeling, Visualization Of DatdsSe
RBT: L1, L2

10 Hours

Module 2

Visible-Surface Detection Methods: Classification OfisiMe -Surface Detectior
Algorithms, Back-Face Method, Depth-Buffer Meadh A-Buffer Method, Scahine
Method, BSP-Tree Method, Area-Subdivision MethOctree Methods, Ray-Casti
Method, Comparison of Visibility —Detection Metty Curved Surfaces, Wire-Fran
Visibility —De tection Functions

RBT: L1, L2, L3

10 Hours

g
ne

Module 3

lllumination Models and Surfa- Rendering Methods: Light Sources, Surf
Lighting Effects, Basic lllumination Models, ransparent Surfaces, Atmospheg
Effects, Shadows, Camera parameters, Displayinbt ligtensities, Halftone patterr
anddithering techniques, polygon rendering methaodgiracing methods, Radiosi
lighting model, Environment mapping, Photon piag, Adding surface detalil
Modeling surface details with polygons, Textunapping, Bump mapping, OpenG
lllumination and surface-rendering functions, opkri€ture functions.

RBT: L1, L2, L3

10 Hours
ic
1S

5L

Module 4

Color models, color applications and Computer ationaProperties ¢ light, Color
models, Standard primaries and the chromaticitgrdim, The RGB color model, The YI
and related color models, The CMY and CMYK colordals, The HSV color model, Th
HLS color model, Color Selection and applicatioRaster methods for owuter
animation, Design of animations sequences, ifloadl animation techniques, Gene
computer-animation functions, Computer-animatiomgleages, Key-frame systems, Moti
specification, Articulated figure animation, Peiibdmotions, OpenGL animatio

10 Hours




procedure!
RBT: L1, L2, L3

Module 5

Hierarchical modeling and Graphics file formats:sBamodeling concepts, Modelii| 10 Hours
packages, General hierarchical modeling methoderartihical modeling using openGL
display list, Image-File configurations, Color-retion methods, File-compression
technigues, Composition of the major file formats.

RBT: L1, L2, L3

Course Outcomes

The students should be able
» Discuss and implement images and objects usingepEesentation and openGL
methodologies.
» Design and develop surface detection using vadetsction methods.
» Choose various illumination models for providesefive standards of objects.
» Design of develop effective computer animations.

Question paper pattern

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full questions, selecting one full quesfiom each module.

Text Books:
1. Computer Graphics with openGL-Hearn Bak@rediition, Pearson publication.2010.
2. James D Foley,Andries van dam,Steven K Feiner,Bddnghes, Computer graphics, Pearson
Education 3 edition, 2013.

Reference Books:
1. Edward Angel: Interactive Computer graphics a topsd approach with openGL,

Addison Wesley, 6th edition 2012.
2. Advanced graphics programming using openGL: Tom Rég/nolds-David Blythe.
Elesvier.MK, 2005.




TRENDS IN ARTIFICIAL INTELLIGENCE AND SOFT COMPUTIN G
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER -

Subject Cod 18SCS25/
18SIT323/ IA Marks
18SSE254

40

Number of Lecture Hours/We 03 Exam Mark:

6C

Total Number of Lecture Hot 40 Exam Hour

03

CREDITS — 04

Course objectives This course will enable student:

» Describe Artificial Intelligence its utility anahielligent agents
» Describe a problem as a state space

» Use and implement search techniques

* Use knowledge representation techniques for prokiaring

» Solve Al problems using symbolic reasoning and géraery

» Describe and apply neural networks

» Describe and apply Fuzzy systems to various problemains
» Describe and apply GA to different problem domains

Module 1

Teaching

Hours

Role of Al in Engineering, Al in daily life, Intaience and Al, Different Task Domains
Al, History and Early Works of Al, History of Al, lBgramming Methods, Limitaions ¢
Ai, Agent, Performance Evaluation, Task environmahan Agent, Agents Classificatio
Agent Architecture

Logic Programming, Logic Representation, Propos#éloLogic, Predicate Logic an
Predicate Calculus, Horn Clauses, Well formd FoapuComputable functions an
predicate, Quantifiers, Universe of discourse, AKations of Predicate Logiq
Unification,Resolution, Conjuctive Normal Form, eemsion to normal form or claus
form

RBT:L1,L2, L3

oS

o

o

10 Hours

Module 2

Fundamental Problem of Logic: Logic Inadequacy: damentaProblem of Logc-
Monotonicity wuith “Flying Penguin” example, Genkrisadvantage of monotonicit
property in logic , logic in search space probléogjc in decidability and Incompletenes
Logic in Uncertainty Modelling,
Knowledge representation: Knowledge, Need to regmesknowledge, Knowledg
representation with mapping scheme, properties ojoad knowledge base syste
Knowledge representation issues, AND-OR graphs,e3ypf knowledge, Knowledg
representation schemes, , semantic nets, Framesemoal graphs, conceptual depends
theory, script, weak and strong slot filler.
Reasoning: Types of Reasoning, Methods of reaspAipglication of Reasoning, Forwa
and Backward Reasoning

RBT: L1, L2, L3

Yy
Sv

e
m!

D

10 Hours

nce




Module 3

Search Techniques: Search, Representation teclsnCategories of Search, Disadvant:

Classification of search diagram representatioi, dfimbing method and Hill climbing
search ,Simulates Annealing, Best-First Searcmdrand Bound Search, A* search
Game Playing: Two player games, Minmax Search, Qexitg of Minmax algorithm,
Alpha-Beta Pruning
Planning: Necessity of planning, Components of #lan Planning Agents, Plan
gererating schemes, Algorithm for planning, PlagniRepresentation with STRIPS
BIOCKS WORLD, difficulties with planning

RBT: L1, L2, L3

of state space search, Issues in design of seaograms, General Search examples,

10 Hours

Module 4

Fuzzy Sets and Uncertainties: Fuzzy set and fuagig,| set and fuzzy operators, , Exten
fuzzy operations, Fuzzy relations, Properties akzjurelations, Fuzzy system and desig
Linguistic hedges, Syntax for IF and Then ruleBypes of fuzzy rule based system, Fuz
linguistic controller, Fuzzy Inference, Graphicathniques of Inference, How, Fuzzy log
is used, Fuzzification, De-fuzzification. Uniqueaferes of Fuzzy Logic, Application o
Fuzzy Logic, Fuzzy logic uncertainty and probapjliddvantages and Limitations of FuzZ
logic and Fuzzy Systems

RBT: L1, L2, L3

10 Hours

Module 5

Advancement of Al: Expert System, Expert Systenucstire, Knowledge acquisitio
Knowledge representation, Inference control medmniUser interface, Expert Syste
Shell, Knowledge Representation, Inference MedmniDeveloper Interface and Usg
Interface, Characteristics of Expert system, Adages of an expert system, Producti
System, Artificial Neural Networks, : Charactemgstiof Neural Networks, Architecture d
neural networks, Types of neural networks, Appiarabf neural networks.
RBT:L1,L2,L3

10 Hours

2r
olp}

=n

Course Outcomes

The students should be able

existing algorithms.
Apply Al technique to current applications.

solve real world problems
Design and build expert systems for various apptinadomains.

various application domains

Design intelligent agents for problem solving, ma@sg, planning, decision making, and
learning. specific design and performance congsaamd when needed, design variants of

Apply Problem solving, knowledge representati@asioning, and learning techniques to

Apply Soft Computing techniques such as neuravorks, fuzzy logic to solve problems in

Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.

answer 5 full questions, selecting one full quesfrom each module.

Each question will have questions covering allttmcs under a module. The students will have to

Text Books:
3. Anindita Das Battacharjee, Artificial Intelligenaad Softcomputing for Beginners
Publishers, % edition

, Shroff

Reference Books:




1. Elaine Rich,Kevin Knight, Shivashanka B Nair:Artifl Intelligence, Tata CGraw Hill 3
edition. 2013

2. Stuart Russel, Peter Norvig: Artificial Intelligesé Modern Approach, Pearson 3rd edition
2013.

3. Neural Networks, Fuzzy Logic and Genetic AlgorithbysS. Rajasekaran, G. A.
VijayalakshmiPai, PHI publication

4. Nils J. Nilsson: “Principles of Artificial Intellignce”, Elsevier, ISBN-13: 9780934613101

OBJECT ORIENTED SOFTWARE ENGINEERING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - I

Subject Cod 18<CE334 /

18SCS253

18SIT333/
18SSE13

IA Marks 40

Number ofContac Hours/Wee 04 Exam Mark: 60

Total Number oContac Hours 50 Exam Hour 03

CREDITS - 04

Course objectives This course will enable student:

» Discuss the fundamental principles underlying Ob{&gented software design

» lllustrate the requirements of various domain agions

* Interpret object-oriented analysis and to famitiefUML concepts

» Design, implement and test the software in objéeinted approach

» Explore the factors related to software maintenamzesoftware configuration management

Module 1 Contact
Hours

INTRODUCTION: What is software engineering? Software Enginee@mncepts| 10 Hours
Development Activities, Managing Software DevelopmeéModeling with UML, Project
Organization and Communication.

RBT: L1, L2, L3

Module 2

REQUIREMENT ELICITATION AND ANALYSIS: Requirements Elicitation: | 10 Hours
Requirements Elicitation Concepts, RequirementscitBtion Activities, Managing
Requirements ElicitationAnalysis: Analysis Concepts, Analysis Activities, Managing
Analysis.

RBT: L1, L2, L3

Module 3

SYSTEM DESIGN :System desig-Decomposing the syste: Overview of Syster| 10 Hours
Design, System Design Concepts, System Design ifiefv Objects to Subsystem
System Design —Addressing design goalsActivities: An overview of system design
actives, UML deployment diagrams, Addressing De§gls, Managing System Design,

RBT: L1, L2, L3

w




Module 4

OBJECT DESIGN, IMPLEMENTATION AND TESTING : Object design-Reusing| 10 Hours
pattern solutions: An Overview of Object Design, Reuse Concepts: @redPatterns
Reuse Activities, Managing Reud®pject design-Specifying interface:An overview of
interface specification, Interfaces Specificationon€epts, Interfaces Specification
Activities, Managing Object Desigiéapping model to code Mapping Models to Code
Overview, Mapping Concepts, Mapping Activities, Maimg Implementation, Testing: A
overview of testing, Testing concepts, Managingings

=]

RBT: L1, L2, L3

Module 5

SOFTWARE  MAINTENANCE AND SOFTWARE CONFIGURATION 10 Hours
MANAGEMENT: Software maintenance: What is Software Maintenance?, Factors that

Mandate Change, Lehman’s Laws of system evolufiomes of software maintenange,
Software maintenance process and actives, Revaggadering, Software Re-engineering,
Patterns for Software Maintenance, Tool support Software MaintenanceSoftware
Configuration Management: The baseline of Software Life Cycle, What is Sofisy
Configuration Management, Why Software Configunaticanagement, Softwalr
Configuration Management Functions, Software Camfion Management Tools.

RBT: L1, L2, L3

® 2

Course Outcomes

The students should be able
» Apply Object Oriented Software Engineering approackvery aspect of software project
* Analyze the requirements from various domains
» Adapt appropriate object oriented design aspedtseimlevelopment process
* Implement and test the software projects usingablgjeented approach
» Learn the issues and concepts relating to maintenaf software projects
» Adapt the concepts and tools related to softwardiguration management

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full guestions, selecting one full quesfrom each module.

Text Books:
2. Bernd Bruegge, Alan H Dutoit, Object-Oriented Saftes Engineering, Pearson Educatidh, 3
edition, 2014.
3. David C. Kung, “Object oriented software enginegtjimata McGraw Hill,2015

Reference Books:
2. Stephan R. Schach, “Object oriented software eeging’, Tata McGraw Hill,2008
3. Craig Larman, Applying UML and Patterns, 3rd edaiBen Education, 2005.




ADVANCES IN DIGITAL IMAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - Il
Subject Cod 18SCS25 IA Marks 40
Number ofContac Hours/Wee 04 Exam Mark: 60
Total Number oContac Hours 50 Exam Hour 03
CREDITS - 04

Course objectives This course will enable student:

« Explain image fundamentals and mathematical tramsfanecessary for image processing

and to study the image enhancement techniques.
« Demonstrate the image segmentation and represantathniques.
* How image are analyzed to extract features of@ster
* Introduce the concepts of image registration aratjerfusion.
* Analyze the constraints in image processing whetinp with 3D data sets.

Module 1 Contact
Hours
Introduction: What is Digital Image Processing, giné of Digital Image Processir| 10 Hours

Examples of fields that use DIP, Fundamental ps$tdn Digital Image Processin
Components of an Image Processing System. Digitalgé Fundamentals: Elements
Visual Perception, A Simple Image Formation Modgdsic Concepts in Sampling a
Quantization, Representing Digital Images, Spatiad Gray-level Resolution, Zoomir
and Shrinking Digital Images, Some Basic RelatigmsBetween Pixels, Linear ar
Nonlinear Operations.

RBT: L1, L2

Module 2

Image Enhancement in the Spatial Domain: Some Basay Level Transformation
Histogram Processing, Enhancement Using Aritluth@gic Operations, Basics
Spatial Filtering, Smoothing Spatial Filter§Sharpening Spatial Filters, Combini
Spatial Enhancement Methods.
Introduction to the Fourier Transform and the Fergpy Domain, Smoothing frequendg
Domain Filters, Sharpening Frequency-Domain FiJteiamomorphic Filtering.

RBT: L1, L2, L3

Image Enhancenmentthe Frequency Domain:

10 Hours

Module 3

Image Restoration: A Model of the Image degradéRestoration process, Noise Mod:
Restoration in the Presence of Noise Only— Spkiitdring, Periodic Noise Reduction
Frequency Domain Filtering, Linear, Position-Ineati Degradations, Estimating t
Degradation Function, Inverse Filtering ,Minimum &teSquare Error (Wiener) Filterin
Constrained Least Square Filtering, Geometric MeHer.

RBT:L1,L2,L3

10 Hours

he

Module 4

Color Fundamentals: Color ModelPseudocolor Image Processing, Basics of-Color
Image Processing, Color Transformations, SmootaimySharpening, Color Segmentati
Noise in Color Images, Color Image Comprassi®avelets and Multiresolutig
Processing: Image Pyramids, Saebd coding, The Haar Transform, Multiresoluti
Expansions, Wavelet Transforms in one Dimansieast Wavelet Transform, Wave
Transforms in Two Dimensions, Wavelet Packétsage Compression: Fundamentg
Image Compression Models, Error-free (Losslesg)pression, Lossy Compression

=]

RBT: L1, L2, L3

10 Hours

Module 5




Morphological Image Processing: Preliminaries, fiola and Erosion, Opening a| 10 Hours
Closing, The Hit-or-Miss Transformation, Sontgasic Morphological Algorithms.
Image Segmentation: Detection of DiscontingjtieEdge Linking and Boundary
Detection, Thresholding, Region-Based Segmentation.

RBT: L1, L2, L3

Course Outcome

The students should be able

» Explain image formation and the role human visyatem plays in perception of gray and
color image data.

» Apply image processing techniques in both the apatid frequency (Fourier) domains.

» Design image analysis techniques in the form ofensegmentation and to evaluate the
Methodologies for segmentation.

» Conduct independent study and analysis of featxtraion techniques.

» Explain the concepts of image registration andyenfision.

» Analyze the constraints in image processing whetire with 3D data sets and to apply
image

» Apply algorithms in practical applications.

Question paper pattern

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.

Text Books:
1. Rafael C Gonzalez and Richard E. Woods: DigitalgenBrocessing, PHI'?Edition 2005.

Reference Books

1. S. Sridhar, Digital Image Processing, Oxford UnsitgrPress India, 2011.

2. A. K. Jain: Fundamentals of Digital Image ProcegsiPearson, 2004.

3. Scott E. Umbaugh: Digital Image Processing andysis CRC Press, 2014.

4. S.Jayaraman, S. Esakkirajan, T. Veerakumar: Digitage Processing, McGraw Hill Ed. (Indi
Pvt. Ltd., 2013.
Anthony Scime, “Web Mining Applications and Techmés”, Idea Group Publishing,2005.

o1




MACHINE LEARNING TECHNIQUES
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - llI
Subject Cod 18LNI322 / 18SCE321
18SCN324 18SCS3Y
18SFC254 / 1851322 | A Marks 40
18SSE334
Number of Contact Hours/Week 04 Exam Marks 60
Total Number oContac Hours 50 Exam Hours 03
CREDITS -04
Course objectives This course will enable student:
» Explain basic concepts of learning and decisioestre
 Compare and contrast neural networks and gerigticitams
» Apply the Bayesian techniques and instant basedifen
« Examine analytical learning and reinforced learning
Module -1 Contact
Hours
INTRODUCTION, CONCEPT LEARNING AND DECISION TREE 10 Hours
Learning Problems — Designing Learning systemsspeetives and Issues — Concgept

Learning — Version Spaces and Candidate Eliminaigorithm — Inductive bias — Decisig
Tree learning — Representation — Algorithm — HeiigriSpace Search

n

RBT:L1,1L2,L3
Module -2
NEURAL NETWORKS AND GENETIC ALGORITHMS: Neural Netwk Representatio- | 10 Hours
Problems — Perceptrons — Multilayer Networks andckB#&ropagation Algorithms 1+
Advanced Topics — Genetic Algorithms — Hypothegis® Search — Genetic Programming
— Models of Evolution and Learning.
RBT:L1,1L2,L3
Module — 3
BAYESIAN AND COMPUTATIONAL LEARNINGL Bayes Theorer— Concept Learnin| 10 Hours

— Maximum Likelihood — Minimum Description Lengthiftiple — Bayes Optimal Classifi¢

— Gibbs Algorithm — Naive Bayes Classifier— BayrsBelief Network — EM Algorithm -
Probably Learning — Sample Complexity for Finit& dnfinite Hypothesis Spaces — Mistal
Bound Model.

RBT: L1, L2, L3

D

r

ke

Module-4

INSTANT BASED LEARNING AND LEARNING SET OF RULES: - Nearest Neighbc
Learning — Locally Weighted Regression — RadialiB8&sinctions —Case-Based Reasonir]
Sequential Covering Algorithms — Learning Rule Setd earning First Order Rules
Learning Sets of First Order Rules — Inductionragited Deduction — Inverting Resolutior
RBT: L1, L2, L3

10 Hours
g J—

N

Module-5

ANALYTICAL LEARNING AND REINFORCED LEARNING: Perfet Domain Theorie—
Explanation Based Learning — Inductive-Analyticapphoaches - FOCL Algorithm
Reinforcement Learning — Task — Q-Learning — TerapDifference Learning

RBT: L1, L2, L3

10
—Hours

Course outcomes:

On Completion of the coursthe students will be able




» Choose the learning techniques with this basic kedge.

» Apply effectively neural networks and genetic aitions for appropriate applications.
» Apply bayesian techniques and derive effectivedyring rules.

» Choose and differentiate reinforcement and analytéarning techniques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttiics under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:
1. Tom M. Mitchell, “Machine Learning”, McGraw-Hill Eatation (INDIAN EDITION), 2013.

Reference Books:
1. EthemAlpaydin, “Introduction to Machine Learnin@"® Ed., PHI Learning Pvt. Ltd., 2013.
2. T. Hastie, R. Tibshirani, J. H. Friedman, “The Eéams of Statistical Learning”, Springer; 1st
edition, 2001.




EMBEDDED COMPUTING SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - llI

18SCE13.
18SCS321

Subject Cod IA Marks

40

Number of Contact Hours/Week 04 Exam Marks

60

Total Number oContac Hours 50 Exam Hours

03

CREDITS - 04

Course objectives This course will enable student:

Explain a general overview of Embedded Systems

Show current statistics of Embedded Systems

Examine a complete microprocessor-based hardwatersy
Design, code, compile, and test real-time software

Integrate a fully functional system including haede and software
Make intelligent choices between hardware/softviardeoffs

Module 1

Contact
Hours

Introduction to embedded systems: Embedded sysferosgessor embedded into a syst
Embedded hardware units and device in a system,efdad software in a syste
Examples of embedded systems, Design process irdeall system, Formalization
system design, Design process and design exan@uessification of embedded systen
skills required for an embedded system designer.

RBT: L1, L2, L3

10 Hours
m,
of
ns,

Module 2

Devices and communication buses for devices netwi®ktypes and example, Ser
communication devices, Parallel device ports, Silsited interfacing features in devi
ports, Wireless devices, Timer and counting devit®atchdog timer, Real time cloc
Networked embedded systems, Serial bus communicgiiotocols, Parallel bus devi
protocols-parallel communication internet using J32CI, PCI-X and advanced bus
Internet enabled systems-network protocols, Wisetesl mobile system protocols.

RBT: L1, L2, L3

10 Hours
ce

k
ce
BS,

Module 3

Device drivers and interrupts and service mechanifirogrammin-I/O busywait
approach without interrupt service mechanism, I®Rcept, Interrupt sources, Interrd
servicing (Handling) Mechanism, Multiple interruptSontext and the periods for contg
switching, interrupt latency and deadline, Clasatfion of processors interrupt servi
mechanism from Context-saving angle, Direct menaagess, Device driver programmin

RBT: L1, L2, L3

10 Hours
pt
Xt
ce
g.

Module 4

Inter process communication and synchronizatiopro€esses, Threads and tasks: Mult
process in an application, Multiple threads in ppligation, Tasks, Task states, Task i
Data, Clear-cut distinction between functions. ISR® tasks by their characteristi
concept and semaphores, Shared data, Inter-prag@asunication, Signal functior
Semaphore functions, Message Queue functions, Maflinctions, Pipe functions, Sock
functions, RPC functions.

10 Hours
and
CS,
N,
et

RBT: L1, L2, L3

Module 5

Rea-time operating systems: OS Services, Process miamgage Timer functions, Eve

10 Hours




functions, Memory management, Device, file and Ifbsystems management, Interr
routines in RTOS environment and handling of intptrsource calls, Real-time operating
systems, Basic design using an RTOS, RTOS taskistihg models, interrupt latency and
response of the tasks as performance metrics, Qfityessues. Introduction to embedded
software development process and tools, Host amgttamachines, Linking and location
software.

RBT: L1, L2, L3

Course Outcomes

The students should be able
» Distinguish the characteristics of embedded conm@mystems.
» Examine the various vulnerabilities of embedded mat@r systems.
» Design an embedded system.
» Design and develop modules using RTOS.
* Implement RPC, threads and tasks

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttmcs under a module. The students will have to
answer 5 full questions, selecting one full quesfiom each module.

Text Books:
1. Raj Kamal, “Embedded Systems: Architecture, Prognarg, and Design”%? edition , Tata
McGraw hill-2013.

Reference Books:
1. Marilyn Wolf, “Computer as Components, PrincipléEmbedded Computing System Design”
3 edition, Elsevier-2014.




INFORMATION AND NETWORK SECURITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - IlI

18LNI13/18SCN13
18SCS322

Subject Cod IA Marks

40

Number ofContac Hours/Wee 04 Exam Mark:

60

Total Number oContac Hours 50 Exam Hour

03

CREDITS — 04

Course objectives:This course will enable student:

Explain standard algorithms used to provide comfiiddity, integrity and authenticity.
Distinguish key distribution and management schemes

Deploy encryption techniques to secure data irsttatross data networks
Implement security applications in the field ofdnhation technology

Module 1

Contact
Hours

Classical Encryption TechniqguesSymmetric Cipher Model, Cryptography, Cryptanal
and Brute-Force Attack, Substitution Techniquesegaa Cipher, Mono-alphabetic Ciph
Playfair Cipher, Hill Cipher, Poly alphabetic Cigh®ne Time PadBlock Ciphers and the
data encryption standard: Traditional block Cipher structure, stream Cipharsl block
Ciphers, Motivation for the feistel Cipher strueuthe feistel Cipher, The data encrypt
standard, DES encryption, DES decryption, A DESmpda, results, the avalanche effe
the strength of DES, the use of 56-Bit Keys, theeimraof the DES algorithm, timing attack
Block cipher design principles, number of roundssign of function F, key schedu
algorithm
RBT:L1,L2,L3

10 Hours

Module 2

Public-Key Cryptography and RSA: Principles of publi-key cryptosystems. Pub-key
cryptosystems. Applications for public-key cryptsgms, requirements for public-ké
cryptosystems. Public-key cryptanalysis. The RSgodthm, description of the algorithn
computational aspects, the security of RS}Xher Public-Key Cryptosystems: Diffie-
hellman key exchange, The algorithm, key exchamgéopols, man in the middle attag
Elgamal Cryptographic systems, Elliptic curve aridtic, abelian groups, elliptic curv
over real numbers, elliptic curves over Zp, eltipturves overGF(2m), Elliptic cury
cryptography, Analog of Diffie-hellman key exchangdliptic curve encryption/ decryptior
security of Elliptic curve cryptography, Pseudoramd number generation based on
asymmetric cipher, PRNG based on RSA.

RBT: L1,L2,L3

10 Hours
3%
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Module 3

Key Management and Distribution: Symmetric key distribution using Symmet
encryption, A key distribution scenario, Hierarclikey control, session key lifetime,
transparent key control scheme, Decentralized kejral, controlling key usage, Symmet
key distribution using asymmetric encryption, siengecret key distribution, secret ki
distribution with confidentiality and authenticatioA hybrid scheme, distribution of publ
keys, public announcement of public keys, publakgilable directory, public key authorit
public keys certificates, X-509 certificates. Cligtites, X-509 version 3, public ke
infrastructure. User Authentication: Remote user Authentication principles, Mut
Authentication, one way Authentication, remote ugerthentication using Symmetr
encryption, Mutual Authentication, one way Autheation, Kerberos, Motivation , Kerber

10 Hours
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version 4, Kerberos version 5, Remote user Authatitin using Asymmetric encryptio




Mutual Authentication, one way Authentication, feated identity management, ident
management, identity federation, personal idengtyfication.

RBT:L1,L2,L3

Module 4

Wireless network security: Wireless security, Wireless network threats, Wasglaetwork| 10 Hours
measures, mobile device security, security threatshile device security strategy, IEEE
802.11 Wireless LAN overview, the Wi-Fi allianceEHE 802 protocol architecture.
Security, IEEE 802.11i services, IEEE 802.11i pbasé operation, discovery phase,
Authentication phase, key management phase, pedtedata transfer phase, the IEEE
802.11i pseudorandom function.ely/ Security Considerations:Web Security Threats, Web
Traffic Security ApproachesSecure Sockets Layer: SSLArchitecture, SSL Recor
Protocol, Change Cipher Spec Protocol, Alert Pradtognd shake Protocol, Cryptographic
ComputationsTransport Layer Security: Version Number, Message Authentication Cqade,
Pseudorandom Functions, Alert Codes, Cipher Sutdent Certificate Types, Certificate
Verify and Finished Messages, Cryptographic Comjmris, and PaddingHTTPS
Connection Initiation, Connection Closurgsecure Shell(SSH)Transport Layer Protoco),
User Authentication Protocol, Connection Protocol

RBT: L1,L2,L3

Module 5

Electronic Mail Security: Pretty good privacy, notation, operational; desimip S/MIME, | 10 Hours
RFC5322, Multipurpose internet mail extensions, IMH functionality, S/IMIME messages,
SIMIME certificate processing, enhanced securityises, Domain keys identified majl,
internet mail architecture, E-Mail threats, DKIMrategy, DKIM functional flow.IP
Security: IP  Security overview, applications of IPsec, besefof IPsec, Routin
applications, IPsec documents, IPsec servicesspgoah and tunnel modes, IP Security
policy, Security associations, Security associatidatabase, Security policy database| IP
traffic processing, Encapsulating Security payloadSP format, encryption and

authentication algorithms, Padding, Anti replay vem, transport and tunnel modes,

combining security associations, authenticatiors glanfidentiality, basic combinations pf

security associations, internet key exchange, keterthinations protocol, header
payload formats, cryptographic suits.

RBT: L1, L2, L3

Course Outcomes

The studentshould be able t

« Analyze the vulnerabilities in any computing systend hence be able to design a security solutiq
» Identify the security issues in the network anehesit.

» Evaluate security mechanisms using rigorous appesmadncluding theoretical.

Question paper pattern

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering alltthpics under a module. The students will have to
answer 5 full questions, selecting one full quesfiom each module.

Text Books:
1. William Stallings, Cryptography and Network SecyriPearson Bedition.

Reference Books

1. V K Pachghare: Cryptography and Information Segurit

n.



WIRELESS NETWORKS AND MOBILE COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - llI

Subject Cod 18LNI331 / 18SCE241

J 18SCN151 185CS323 | A Marks 40
Number of Contact Hours/Week 04 Exam Marks 60
Total Number oContac Hours 50 Exam Hours 03

CREDITS - 04

Course objectives This course will enable student:

» Define concepts of wireless communication.

« Compare and contrast propagation methods, Charoals) capacity calculations multiple

antennas and multiple user techniques used in tiercommunication.
» Explain CDMA, GSM. Mobile IP, Wimax and Differentdbile OS
* lllustrate various Markup Languages CDC, CLDC, M|PPogramming for CLDC, MIDlet
model and security concerns
Module -1 Contact
Hours

Mobile Computing ArchitectureArchitecture for Mobile Computing,-tier Architecture | 10 Hours
Design Considerations for Mobile Computing. Wirslddetworks : Global Systems for
Mobile Communication ( GSM and Short Service Messa@SMS): GSM Architecture,
Entities, Call routing in GSM, PLMN Interface, GSMddresses and Identities, Netwdrk
Aspects in GSM, Mobility Management, GSM Frequeadigcation. Introduction to SMS,
SMS Architecture, SM MT, SM MO, SMS as Informatibaarer, applications, GPRS and

Packet Data Network, GPRS Network Architecture, GPRetwork Operations, Data
Services in GPRS, Applications for GPRS, Billinglabharging in GPRS, Spread Spectrum
technology, 1S-95, CDMA versus GSM, Wireless Dafdird Generation Networks,

Applications on 3G, Introduction to WiMAX.
RBT:L1,L2,L3

Module -2

Mobile Client: Moving beyond desktop, Mobile handegerview, Mobile phones and th

features, PDA, Design Constraints in applicatioms handheld devices. Mobile IP:

Introduction, discovery, Registration, TunnelingliGlar IP, Mobile IP with IPv6
RBT:L1,L2,L3

10 Hours

U

Module — 3

Mobile OS and Computing Environmer Smart Client Architecture, The Client: Us
Interface, Data Storage, Performance, Data Syndtation, Messaging. The Server: Dg
Synchronization, Enterprise Data Source, Messaditwhile Operating Systems: WinC
Palm OS, Symbian OS, Linux, Proprietary OS Cliergv&opment: The developme
process, Need analysis phase, Design phase, Impiatiom and Testing phase, Deploym
phase, Development Tools, Device Emulators

RBT:L1,L2,L3

10 Hours
ata

nt
et

Module-4

Building, Mobile Internet Applications: Thin clienfArchitecture, the client, Middlewar
messaging Servers, Processing a Wireless requéstle¥é Applications Protocol (WAFR
Overview, Wireless Languages: Markup Languages, HDMW/ML, HTML, cHTML,
XHTML, VoiceXML.

10 Hours

RBT:L1,L2,L3

Module-5




J2ME: Introduction, CDC, CLDC, MIDP; ProgrammingrfcCLDC, MiIDlet model,| 10 Hours
Provisioning, MIDlet life-cycle, Creating new apgdtion, MIDlet event handling, GUI in
MIDP, Low level GUI Components, Multimedia APIs; @munication in MIDP, Security
Considerations in MIDP.

RBT: L1, L2, L3

Course outcomes

The students shall able
» Explain state of art technigues in wireless comcation.
» Discover CDMA, GSM. Mobile IP, Wimax
» Demonstrate program for CLDC, MIDP let model aadwsity concerns

Question paper pattern

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books:
1. Ashok Talukder, RoopaYavagal, Hasan Ahmed: MobibenButing, Technology, Applications
and Service Creation, 2nd Edition, Tata McGraw, il 10.
2. Martyn Mallik: Mobile and Wireless Design EssergjalViley India, 2003

Reference Books:
1. Raj kamal: Mobile Computing, Oxford University Pse2007.
2. ItiSahaMisra: Wireless Communications and Netwo83,and Beyond, Tata McGraw Hill,
20009.




ENTERPRISE APPLICATION PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)
SEMESTER - llI

18SFC253/18SIT12
18SSE?22 185¢s324

Subject Cod IA Marks

40

Number of Lecture Hours/We 04 Exam Mark:

60

Total Number of Lecture Hou 50 Exam Hour

03

CREDITS — 04

Course objectives This course will enable student:

Explain Web Application Development and relatednieologies
Demonstrate persistent framework and other ORMstool
lllustrate solutions using Design Patterns

Outline latest WEB frameworks

Module 1

Teaching
Hours

Web application and java EE 6: Exploring the HTTP Protocol, Introducing w
applications, describing web containers, explonivep architecture models, exploring t
MVC architecture.Working with servlets 3.0 Exploring the features of java servis
Exploring new features in servlet 3.0, Exploring #ervlet API, explaining the servlet li
cycle, creating a sample servlet, creating a sebyleising annotation, working with servl
config and servlet context objects, working withe tHITTP servlet request and HT]
servlet response interfaces, Exploring requestgdéilen and request scope, implement]
servlet collaboration.

RBT: L1, L2, L3

10 Hours
he
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Module 2

Handling sessions in servlet 3.0Describing a session, introducing session tracl
Exploring the session tracking, mechanisms, usimg java servlet APl for sessio
tracking, creating login application using sesdi@tking. Implementing event handling
Introducing events, Introducing event handling, kimg with the servlet events
developing the online shop web applicatioworking with java server pages:

Introducing JSP technology, Exploring new featw&dSP2.1, listing advantages of J$

over java servlet, Exploring the architecture ofSP page, Describing the life cycle of
JSP page, working with JSP basic tags and implm#cts, working with the action tags i
JSP, exploring the JSP unified EL, using functiaith EL.

RBT:L1,L2,L3

10 Hours
n
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Module 3

Implementing JSP tag extensionsExploring the elements of tag extensions, Worl

with classic tag handlers, Exploring the tag extars Working with simple tag handlers.

Implementing java server pages standard tag libraryl.2: Introducing JSTL, Exploring
the tag libraries JSTL, working with the core tdmdry. Implementing filters: Exploring
the need of filters, exploring the working of filke exploring filters API, configuring
filter, creating a web application using filtersing initializing parameter in filters.

RBT: L1, L2, L3

10 Hours

[

j*)

Module 4

Persistence Management and Design Patterns: Impleming java persistence using
hibernate Introducing hibernate, exploring the architectufehidoernate, downloading
hibernate, exploring HQL, understanding hibernatéR Omapping, working with
hibernate,Implementing O/R mapping with hibernattava EE design patterns:

10 Hours

Describing the java EE application architecturérdducing a design patterns, discussi




the role of design patterns, exploring types ofgras
RBT:L1,L2,L3

Module 5

Web Frameworks: Working with struts 2 Introducing struts 2, understanding action:| 10 Hours
struts 2Working with java server faces 2.0:Introducing JSF, Explaining the features| of

JSF, Exploring the JSF architecture, describing &fents, Exploring the JSF request
processing life cycleWorking with spring 3.0: Introducing features of the spring
framework, exploring the spring framework architeet exploring dependency injection|&
inversion of control, exploring AOP with spring, naging transactionsSecuring java EE
6 applications: Introducing security in java EE 6, exploring sétyurmechanisms
implementing security on an application server.

RBT: L1, L2, L3

Course Outcomes

The students should be able
» Explain WEB basics and their functionalities
» Develop JAVA support and API skills
» Build a WEB application.
e Build Security mechanisms

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttmcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.

Text Books:
1. Kogent learning solution: JAVA SERVER PROGRAMMIN®VA EE6(J2EE 1.6),
Dreamtech press 2014

Reference Books:

1. NIL
APPLICATION AND WEB SECURITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - 1lI
Subject Cod 18SFC154 48scs331  |IA Marks 40
Number of Lecture Hours/We 03 Exam Mark: 6C
Total Number of Lecture Hou 40 Exam Hour 03

CREDITS - 04

Course objectives This course will enable student:

* Web application’s vulnerability and malicious aktsc

« Basic web technologies used for web applicatioretigpment.
« Basic concepts of Mapping the application

« lllustrate different attacking illustrations.

» Basic concepts dhttacking Data Stores.

Module 1 Teaching
Hours




Web Application (In) security: The Evolution of WeApplications, Common We
Application Functions, Benefits of Web Application®/eb Application Security.

Core Defense Mechanisms: Handling User Access Atittegion, Session Manageme
Access Control, Handling User Input, Varieties nput Approaches to Input Handlin
Boundary Validation.

Multistep Validation and Canonicalization: Handlingttackers,
Maintaining Audit Logs, Alerting Administrators, Reting to Attacks.

Handling Errorg

RBT: L1, L2, L3

8 Hours

Module 2

Web Application Technologies: The HTTP Protocol, THTRequests, HTTP Respons
HTTP Methods, URLs, REST, HTTP Headers, CookieaiuSt Codes, HTTPS, HTT
Proxies, HTTP Authentication, Web Functionality n&e-Side Functionality, Client-Sid
Functionality, State and Sessions, Encoding SchebieRs Encoding, Unicode Encodin
HTML Encoding, Base64 Encoding, Hex Encoding, Rengptand Serialization
Frameworks.

RBT: L1, L2, L3

J
|

8 Hours

Module 3

Mapping the Application: Enumerating Content anchdfionality, Web Spidering, Us-
Directed Spidering, Discovering Hidden Content, Bgation Pages Versus Function
Paths, Discovering Hidden Parameters, AnalyzingMibygication, Identifying Entry Point
for User Input, Identifying Server-Side Technolagie Identifying Server-Sid
Functionality, Mapping the Attack Surface.

RBT: L1, L2, L3

D)

8 Hours

Module 4

Attacking Authentication: Authentication Technolegj Design Flaws in Authenticati

Transmission of Credentials, Password Change, Funadity, Forgotten Passwor
Functionality, “Remember Me” Functionality, User garsonation,
Incomplete, Validation of Credentials, Nonuniqueelbames, Predictable Usernam
Predictable Initial Passwords, Insecure Distributid Credentials.
Attacking Access Controls: Common VulnerabilitiesCompletely Unprotected

Misconfiguration, Insecure Access Control Methods.
RBT: L1, L2, L3

Functionality
es,

Functionality Identifier-Based Functions, Multistag-unctions, Static Files, Platform

8 Hours

Mechanisms, Bad Passwords, Brute-Forcible Logimp¥se Failure Messages, Vulneraple

Module 5

Attacking Data Stores: Injecting ir Interpreted Contexts, Bypassing a Login, Injec

Injection.

into SQL, Exploiting a Basic Vulnerability Injectininto Different Statement Typep
Finding SQL Injection Bugs, Fingerprinting the Dadae, The UNION Operator
Extracting Useful Data, Extracting Data with UNIOBypassing Filters, Second-Order
SQL Injection, Advanced Exploitation Beyond SQL ecfion: Escalating the Database
Attack, Using SQL Exploitation Tools, SQL SyntaxdaBrror Reference, Preventing SQL

RBT: L1, L2, L3

8 Hours

Course Outcomes

The students should be able

» Achieve Knowledge of web application’s vulneralilitind malicious attacks.
» Understand the basic web technologies used forapphication development
» Understands the basic concepts of Mapping the Ggijn.

» Able to illustrate different attacking illustratisn

» Basic concepts dhttacking Data Stores.




Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module. The students will have to
answer 5 full questions, selecting one full quesfrom each module.

Text Books:
1. The Web Application Hacker's Handbook: Finding Ahdloiting Security
2. DefyddStuttard, Marcus Pinto Wiley Publishing, Sstt&dition.

Reference Books:
1. Professional Pen Testing for Web application, Asdkadreu, Wrox Press.
2. Carlos Serrao, Vicente Aguilera, Fabio Cerullo, ‘tWAgpplication Security” Springer; 1st Edition
3. Joel Scambray, Vincent Liu, Caleb Sima ,“Hackingased”, McGraw-Hill; 3rd Edition, (October,
2010).
4. OReilly Web Security Privacy and Commerce 2nd Bdi2011.
5. Software Security Theory Programming and PracRiehard sinn, Cengage Learning.
6. Database Security and Auditing, Hassan, Cengagaingga

SOFTWARE PROJECT PLANNING AND MANAGEMENT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - I
Subject Cod 18SSE2148scs332 IA Marks 40
Number of Lecture Hours/Week 04 Exam Marks 60
Total Number of Lecture Hou 5C Exam Hours 03
CREDITS - 04

Course objectives This course will enable student:
» Define and highlight importance of software projegenagement.
» Formulate strategy in managing projects
» Estimate the cost associated with a project
e Plan, schedule and monitor projects for the riskagament
» Define the software management metrics

Module -1 Teaching
Hours

Metrics: Introduction, The Metrics Roadmap, A TyglidMetrics Strategy, What Should y| 10Hours
Measure?, Set Targets and track Them, UnderstaratidgTrying to minimize variability
Act on data, People and Organizational issues itritdePrograms, Common Pitfalls to
watch out for in Metrics Programs, Matrices implena¢ion checklists and tools, Softwgre
configuration management: Introduction, Some Béd3&finitions and terminology, the
processes and activities of software configuratimanagement, configuration statlus
accounting, configuration audit, software configima management in geographically
distributed teams, Metrics in software configuratimanagement, software configuration
management tools and automation.

RBT:L1,L2,L3

Module -2

Risk Management: Introduction, What is risk managenand why is it important?, Ri:| 10 Hours
management cycle, Risk identification: common taoid techniques, Risk Quantifications,




Risk Monitoring, Risk Mitigation, Risks and Mitigah in the context of globaproject
teams, some practical techniques risk managemeeatridd in risk management. Proje
Planning and Tracking: Components of Project Plag@ind Tracking, The “What “ Part
a Project Plan, The “What Cost “ Part of a Projelan, The “When “ Part of Proje
Planning, The “How “ Part of a Project Planningilding of Organizational Processes F
the Project, The “ By Whom “ Part of the Projectiddgement Plan : Assigning Resourc
Putting it all together : The Software Managemelt#nP Activities Specific to Projed

ct
Df
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t

Tracking, Interfaces to the Process Database. ®r@jesure: When Does Project Closuire

Happen?. Why Should We Explicitly do a Closure?, Bffective Closure Process, Issu
that Get Discussed During Closure, Metrics for &bjClosure, Interfaces to the Proc
Database.

RBT:L1,L2,L3

es
eSS

Module — 3

Software Requirements gathering: Inputs and steteria for requirements gatherir
Dimensions of requirements gathering, Steps toobewied during requirements gatherir

outputs and quality records from the requirementssp, skill sets required during

requirements phase, differences for a shrink-wrdppeftware, challenges during t

requirements management phase, Metrics for regem&nphase. Estimation: What |i

Estimation? when and why is Estimation done?, ltineet phases of Estimation, Estimat
methodology, formal models for size Estimation, rBlating size Estimate into effo
Estimate, Translating effort Estimates into scledtstimate, common challenges dur
Estimation , Metrics for the Estimation procesdessign and Development Phases: Sc
differences in our chosen approach, salient featafedesign, evolving an architectu
blueprint, design for reusability, technology clesi€constraints, design to standards, de
for portability, user interface issues, designtéstability, design for diagnose ability, desi
for maintainability, design for install ability, ter-operability design, challenges duri

10 Hours
g!
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design and development phases, skill sets for desid development, metrics for design and

development phases.

RBT: L1, L2, L3

Module-4

Project management in the testing phase: IntrooluctivVhat is testing?, what are 1| 10 Hours
activities that makeup testing?, test scheduling gpes of tests, people issues in test|ng,
management structures for testing in global teamstrics for testing phase. Project
management in the Maintenance Phase: Introducfiotivities during Maintenance Phage,

management
Maintenance Phase, skill sets for people in thentemance phase, estimating size, e
and people resources for the maintenance phasentades of using geographical
distributed teams for the maintenance phase, rsdtidhe maintenance phase.
RBT:L1,L2,L3

issues during Maintenance Phase, Cmatfigu management during

rt,
y

Module-5

Globalization issues in project management: Evotutof globalization, challenges
building global teams, Models for the execution glbbal projects, some effectiy
management techniques for managing global teampadmof the internet on proje
management: Introduction, the effect of internefposject management, managing proj€
for the internet, Effect on the project managenaeativities. People focused process mod
Growing emphasis on people centric models, peoafallity maturity model(P-CMM)
other people focused models in the literature, Hoes an organization choose the model
use?

10 Hours
e
Ct
cts
els:

S to

RBT:L1,L2,L3

Course outcomes:




At the end of this course students will be abl

» Evaluate a project to develop the scope of worttyiple accurate cost estimates and to plan th
various activities
« Apply risk management analysis techniques thattifyeihe factors that put a project at risk an
to quantify the likely effect of risk on projectrtescales
» Identify the resources required for a project andrbduce a work plan and resource schedulg
* Monitor the progress of a project and to assessigkef slippage, revising targets counteract
drift
» Use appropriate metrics to management the softderelopment outcome
» Develop research methods and techniques appropuidifining, planning and carrying out a
research project within your chosen specialist andizin the management of software projects,
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttcs under a module.
The students will have to answer 5 full questiaetecting one full question from each module.

Text Books
1. Ramesh Gopalaswamy: “Managing Global Projectsata McGraw Hill, 2013.

Reference Books:
1. Watts Humphrey, “Managing the Software Procese4grBon Education, New Delhi, 2000
2. Pankaj Jalote, “Software Project Management intfmel; Pearson Education, New Delhi, 200.

NATURAL LANGUAGE PROCESSING AND TEXT MINING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER - llI
Subject Cod 18SCE243 18s5cs333 IA Marks 40
Number of Lecture Hours/Week 03 Exam Marks 60
Total Number of LecturHours 40 Exam Hours 03
CREDITS -04

Course objectives This course will enable student:
The student should be able to:
» Learn the techniques in natural language processing
e Be familiar with the natural language generation.
* Be exposed to Text Mining.
» Analyze the information retrieval techniques

Module -1 Teaching
Hours

OVERVIEW AND LANGUAGE MODELING: Overview: Origins lad challenges of NL- | 10 Hours
Language and Grammar-Processing Indian Languagd$? MNpplications-Information

Retrieval. Language Modeling: Various Grammar- Hadeanguage Models-Statistical
Language Model.




RBT: L1, L2, L3 |

Module -2

WORD LEVEL AND SYNTACTIC ANALYSIS: Word Level Analgis: Regula
Expressions-Finite-State Automata-Morphological sfey-Spelling Error Detection ar
correction-Words and Word classes-Part-of Speedyifg. Syntactic Analysis: Contex
free Grammar-Constituency- Parsing-Probabilistisipg.

RBT: L1, L2, L3

10 Hours
d
t_

Module - 3

Extracting Relations from Text: From Word Sequente®ependency Paths: Introductis
Subsequence Kernels for Relation Extraction, A Depacy-Path Kernel for Relatig
Extraction and Experimental Evaluation. Mining Diagtic Text Reports by Learning

10 Hours
n
o

Annotate Knowledge Roles: Introduction, Domain Kieadge and Knowledge Roles, Frame

Semantics and Semantic Role Labeling, Learningrinotate Cases with Knowledge Ro
and Evaluations. A Case Study in Natural LanguagseB Web Search: InFact Syst
Overview, The GlobalSecurity.org Experience.

RBT: L1, L2, L3

es
m

1%

Module-4

Evaluating SelExplanations in iISTART: Word Matching, Latent Serti@rAnalysis, anc

Topic Models: Introduction, iISTART: Feedback Syssem$TART: Evaluation of Feedba¢

Systems, Textual Signatures: Identifying Text-Typésing Latent Semantic Analysis
Measure the Cohesion of Text Structures: IntroduactiCohesion, Coh-Metrix, Approach
to Analyzing Texts, Latent Semantic Analysis, Pecddns, Results of Experiment

Automatic Document Separation: A Combination oftfdailistic Classification and Finite-

State Sequence Modeling: Introduction, Related \Wdbata Preparation, Docume
Separation as a Sequence Mapping Problem, ReBultdving Explanatory Novel Pattern
for Semantically-Based Text Mining: Related Work, emantically Guided Model fg
Effective TextMining.

RBT: L1, L2, L3

10 Hours
k
to

Module-5

INFORMATION RETRIEVAL AND LEXICAL RESOURCES: Inforration Retrieval
Design features of Information Retrieval SystemasSical, Non classical, Alternati
Models of Information Retrieval — valuation LexicRlesources: World Net-Frame Ng
Stemmers-POS Tagger- Research Corpora.

10 Hours
e
bt-

RBT: L1, L2, L3

Course outcomes
Upon completion of the course, the student shoaldiie to:
» Analyze the natural language text.
» Generate the natural language.
» Demonstrate Text mining.
» Apply information retrieval techniques.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttiics under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books:

1. Tanveer Siddiqui, U.S. Tiwary, “Natural Languagedassing and Information Retrieval”,

Oxford University Press, 2008.

2. Anne Kao and Stephen R. Poteet (Eds), “Natural uaggProcessingandText Mining”,Springe




Verlag London Limited 200

Reference Books

eI

1)
-

1. Daniel Jurafsky and James H Martin, “Speech andjuage Processing: Anintroduction to
Natural Language Processing, Computational Lingsistnd SpeechRecognition”, 2nd Edition
Prentice Hall, 2008.

2. James Allen, “Natural Language Understanding”, @didion,
Benjamin/Cummingspublishingcompany, 1995.

3. Gerald J. Kowalski and Mark.T. Maybury, “Informati®&torage and Retrieval systems”, Kluwg
academic Publishers, 2000.

4. Steven Bird, Ewan Klein, Edward Loper, “Natural aage Processing with Python,” Publish
O'Reilly Media, June 2009

5. Christopher D.Manning and HinrichSchutze, “Founatati of Statistical Natural Language
Processing”, MIT Press, 1999.

CYBER SECURITY AND CYBER LAW
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018 -2019)

SEMESTER -l
Subject Cod 18LNI244 | 18SCE244 IA Marks 40

18SIT244 18SCS334
Number of Lecture Hours/We 03 Exam Mark: 60
Total Number oLecture Hour 40 Exam Hour 03

CREDITS - 04

Course objectives This course will enable student:

» Define the area of cybercrime and forensics.

» Explain the motive and causes for cybercrime eat&n and handling.

* Investigate Areas affected by cybercrime.

» lllustrate tools used in cyber forensic

» Infer legal Perspectives in cyber security

Module -1 Teaching
Hours

Introduction to Cybercrime: Cybercrime: Definitiamd Origins of the Word, Cybercrir| 10 Hours

and Information Security, Who are Cybercriminals?iassifications of Cybercrimes
Cybercrime: The Legal Perspectives, Cybercrimes:dtian Perspective, Cybercrime and
the Indian ITA 2000, A Global Perspective on Cylbienes, Cybercrime Era: Survival
Mantra for the Netizens. Cyberoffenses: How Crifsr@lan Them: How Criminals Plan the

Attacks, Social Engineering, Cyberstalking, Cyléecand Cybercrimes, Botnets: The Fpel

for Cybercrime, Attack Vector, Cloud Computing.

RBT: L1, L2, L3

Module -2

Cybercrime: Mobile and Wireless Device Introduction, Proliferation of Mobile ar\ 10 Hours




Wireless Devices, Trends in Mobility, Credit Candiids in Mobile and Wireless Computi
Era, Security Challenges Posed by Mobile Devicesgigtry Settings for Mobile Devices,
Authentication Service Security, Attacks on Molfile/l Phones, Mobile Devices: Security
Implications for organizations, Organizational Me&s for Handling Mobile, Organizationgl
Security Policies and Measures in Mobile Compuking, Laptops

RBT: L1, L2, L3

Module — 3

Tools and Methods Used in Cybercrime: Introducti®npxy Servers and Anonymize| 10 Hours
Phishing, Password Cracking, Keyloggers and Spssyarirus and Worms, Trojan Horses
and Backdoors, Steganography, DoS and DDoS Att®fd, Injection, Buffer Overflow
Attacks on Wireless Networks. Phishing and Idenfiheft: Introduction, Phishing, Identity
Theft (ID Theft).

RBT: L1, L2, L3

Module-4

Understanding Computer Forensics: Introductiontdtlisal Background of Cyberforensic| 10 Hours
Digital Forensics Science, The Need for Computerefisics, Cyberforensics and Digital
Evidence, Forensics Analysis of E-Mail, Digital EBosics Life Cycle, Chain of Custody
Concept, Network Forensics, Approaching a Complateensics Investigation, Setting up a
Computer Forensics Laboratory: Understanding thguRements, Computer Forensics and
Steganography, Relevance of the OSI 7 Layer Maml€dmputer Forensics, Forensics and
Social Networking Sites: The Security/Privacy ThseaComputer Forensics from
Compliance Perspective, Challenges in Computerrisie, Special Tools and Techniques,
Forensics Auditing, Antiforensics.

RBT: L1, L2, L3

Module-5

Introduction to Security Policies and Cyber LaNeed for An Information Security Polic| 10 Hours
Information Security Standards — Iso, Introducingridus Security Policies and Their
Review Process, Introduction to Indian Cyber Lawje@tive and Scope of the it Act, 20Q0,
Intellectual Property Issues, Overview of Intelledt - Property - Related Legislation jin
India, Patent, Copyright, Law Related to Semicatolu Layout and Design, Software
License.

RBT: L1, L2, L3

Course outcomes:

By the end of this course the student acg
» Define cyber security, cyber law and their roles
» Demonstrate cyber security cybercrime and forensics
» Infer legal issues in cybercrime,
» Demonstrate tools and methods used in cybercrimeacurity.
» lllustrate evidence collection and legal challenges

Question paper patte

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books:
1. SunitBelapure and Nina Godbole, “Cyber Securitydéhstanding Cyber Crimes, Computer
Forensics And Legal Perspectives”, Wiley India B, ISBN: 978-81-265-21791, Publish D4

2013

te



2. Dr. Surya Prakash Tripathi, RitendraGoyal, Praucemar Shukla, KLSI. Introduction tc
information security and cyber laws”. DreamtechsBréSBN: 9789351194736, 2015

Reference Books:
1. Thomas J. Mowbray, “Cybersecurity: Managing Syste@mnducting Testing, and Investigatin
Intrusions”, Copyright © 2014 by John Wiley & Somsg, ISBN: 978 -1-118 -84965 -1
2. James Graham, Ryan Olson, Rick Howard, “Cyber $gdtssentials”, CRC Press, 15-Dec-
2010




